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Abstract

Navigation is a well established field with robust algorithms that can work
out-of-the-box in systems like ROS. Nonetheless, there are situations in
which the current navigation approaches are laking in terms of optimality.
Examples arise when too much "safe space" is assigned around a given
object that can completely prevent a robot from using a given path and
forces the use of an alternative path that can be much longer. In this paper
we propose the dynamic adaptation of robot navigation strategies depend-
ing on the type of obstacles that are met during navigation. We do this in
real time using a convolutional neural network for obstacle recognition
and a path planning parameter adjustment depending on the obstacle cat-
egory. We present experiments illustrating the difference in paths that can
be obtained by using the proposed approach versus standard approaches
implemented in ROS.

1 Introduction

Robot navigation is an important and active research area since it is one
of the fundamental tasks for a mobile robot. In this paper we propose a
method that dynamically adapts the cost mapping parameters to the type
of obstacle that is present in the robot’s path in order to aid the path plan-
ner in choosing the best path to take. The objects are recognized using a
Convolutional Neural Network (CNN).

In related work regarding navigation of robotic systems, Xin et al.
[5] proposes a visual navigation system in order to plan a smoother path
for the robot to navigate,while taking into account the dimensions of the
robot, and being successful in dealing with a dynamic environment.

Courbon et al. [1] improves the robustness of localization and the
path-following in visual memory-based navigation frameworks with the
concepts of short-term and long-term memories.

Menlingui et al. [2] develop a new navigation approach by combin-
ing Artificial Potential Fields and Interval Type-2 Fuzzy Logic Systems
in a omnidrive mobile robot that presents smooth paths that are fast to
calculate.

So, although some work has been done in dynamic adjustment of
navigation parameters, it has focused on different goals than the ones we
are pursuing in this work. Namely, the above works focused improving
the navigation by using smoother paths, improved localization and speed
in path planning. We are concerned with allowing the robot to be able to
choose paths that could be considered as blocked by obstacles and hence
allow for eventually using shorter paths than would otherwise be possible.

2 Proposed Method

2.1 Obstacle recognition

We are interested in determining if the obstacles belong to one of two
categories: mobile or static objects.

For this, we start by classifying the obstacles in the scene into the
1000 classes of ImageNet. All the animals, transports, and moving objects
are mapped into the mobile category. All the others are placed into the
static object category. The classification is done on every frame, thus if
an object classified as static and then in a subsequent frame is classified as
mobile, the algorithm will adjust to the most recent category. To achieve
object recognition in real time we take advantage of a previously trained
CNN. We use the Extraction model from [4], which is a CNN trained for
the ImageNet dataset. It has top-1 validation accuracy of 72.5%.

2.2 Navigation Adjustment

After obtaining the category of the obstacle, the method changes the pa-
rameters of the path planner in order to adapt to the obstacle category. The
idea is that some objects are "safer" than others. For instance, objects that
can move, such as people or animals, require a larger "safety" distance
than static objects, like tables or walls.

Navigation in robotic systems is split in two parts, the Path-Planning
and the Cost-mapping. A major component of ROS (Robot Operating
System) [3] Navigation Stack is the movebase package. It is composed
by two planers, two costmaps and a recovery node. One planner and
costmap are local, as a dynamic window around the robot, and the other
planer and costmap are related to the global map. The cost maps are
filled with information from layers, such as obstacle information as lethal
points, or an inflationer that inflates points around lethal points in order
for the robot to have a safety distance from obstacles.

Our method acts by:

• first recognizing the object closest to the robot in its planned path;

• mapping this object to one of the two categories: static or mobile;

• adjusting the inflation parameters to allow for the robot to pass
closer to static than to mobile obstacles.

3 Experiments

In this section we present two experiments that illustrate the benefits of
the proposed approach. The first experiment takes place in a virtual envi-
ronment (Gazebo simulator) and the second on a real environment. Both
use a Turtlebot 2 robot equiped with a Kinect camera. We contrast the
application of our method to the use of the standard path planner in ROS.

3.1 Experiment 1

In this experiment, the category of the objects is predetermined (no real-
time object categorization). We have created a small maze where the
robot is placed in the lower left corner and is instructed to navigate to
the upper right corner. There are two paths available for this experiment.
The shortest path has two coke cans that serve as a static obstacle that,
nonetheless, allows the robot to pass. With the regular cost-mapping static
inflation method, the robot takes the longer path due to the fact that the
inflation ratios affects the coke cans in a way that the cost of using the
longer path is smaller than to pass very close to the obstacle. With our
layer, the path-planer makes the robot use the shortest path although it
passes very close to the static obstacles.

3.2 Experiment 2

In this experiment we have a setup in our lab that contains two possible
paths from point A to B. The first one is shorter but forces the robot to
pass very close to an obstacle (under a tripod) – see Fig. 3.

The standard setup for navigation in the ROS stack does not allow
the robot to use this path because the safety distance that is used by the
planner forces the robot to consider the path as blocked (Fig. 4).

Our method classifies the type of obstacle in the static category and
hence assigns it a low probability of motion so allows for a closer ap-
proximation of the robot to the obstacle and makes the shorter path usable
(Fig. 5). In this experiment, the category of objects is recognized in real-
time using a CNN. The obstacle is recognized as a tripod when the robot
is about 1 meter away from it. The recognition code runs on the GPU
(Titan X) and takes around 10 ms to recognize the object in each frame,



Figure 1: Experiment 1. Map showing the path used by the robot when
working with the standard ROS configuration: when faced with the static
obstacles in the shortest path, the robot had to choose the longest path.

Figure 2: Experiment 1. Map showing the path used by the robot when
working with our proposed approach: by recognizing that the obstacle
is static it could adjust its parameters to allow for passing closer to the
obstacle, making the shorter path available for navigation and saving time.

allowing for real-time recognition. The same code running on CPU takes
5s per frame. We took advantage also of the highly optimized CuDNN
library for deep learning.

4 Conclusions

Navigation in unstructured environments is challenging and in this paper
we improve the navigation stack of ROS by allowing the recognition of
the type of obstacle present in the scene and automatically adjusting the
navigation parameters to allow a reduction or increase in the safety space
that is considered around obstacles.

We show that this allows a robot to use paths that were previously
considered as blocked and can thus improve its navigation performance.
We compare in two experiments the results of our method against the
standard ROS navigation stack.

Future work will be done to use more object categories and have a
finner adjustment of the path planner parameters.
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