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Abstract
Transfer Learning (TL) has gained significant interest in the Machine
Learning (ML) community. Aiming to overcome standard ML learning
models assumption that data distributions are the same independently of
its origins, a wide variety of works have emerged to tackle this issue.
Nowadays, with data available on large amounts and from different appli-
cations, and where labeling is a cumbersome task, it is counter productive
to have intelligent systems for each specific real-world problem: DVD
and home appliances rating, Amazon and medical reports analysis or his-
tology imaging. In this paper we will review current work on TL, open
issues and challenges that have not been addressed yet. We conclude this
work with a set of remarks and guidelines for future TL methodologies.

1 Introduction
One common assumption in statistical learning theory when devising learn-
ing algorithms is that data from different problems are drawn from the
same underlying distribution. However, this assumption fails in many real
world problems. For the particular case of product reviews, models that
perform recommendations of goods on the Amazon website cannot be
straightforward applied in the IMDB website. In the same way, data (e.g.,
text statistics) present in the Wikipedia cannot correspond to the same in-
formation as data from the Reuters website. Moreover, despite the fact
that textual data is presented in English – and the established grammat-
ical rules are applied – a review that provides a positive feedback for a
home appliance device cannot be derived in the same way as a positive
review for a horror film. The interest on Transfer Learning (TL) is multi-
fold. First and foremost, it alleviates the need of data labeling which is
an expensive and cumbersome job; second, it often produces algorithms
with good generalization capability for different learning problems. Fi-
nally, it has been claimed that TL provides learning models with good
generalization performances in different problems with far less compu-
tational effort [4, 16, 17]. In a nutshell, it is the ability of reusing what
was learned on one problem (also coined as source problem) onto another
(target problem). Reusability will be the cornerstone of this manuscript.
So, what is TL?

Definition 1 (TL): TL is a Machine Learning (ML) research field whose
goal is the development of algorithms capable of transferring the learn-
ing model obtained in a source problem to a target problem without the
necessity of building a new model from scratch.

For more than three decades there has been a significant amount of work
on TL. Strangely enough, however, recent and classical works on TL have
not been considered or thoroughly analyzed. Moreover, most of the times
the concept of TL has been mixed with active, online and even sequential
learning [32]; or, concepts from statistical classical learning theory have
been used to define all possible TL scenarios. TL in fact shares ideas from
areas such as dataset shift where the distribution of the data can change
over time (and to which sequential algorithms may be applied). However,
dataset shift is part of TL mostly because of the assumptions on the data
distribution [25, Chapter 1]. Overall, some of these discrepancies have
been hindering the evolvement of TL. In this work we will analyze the
current developments of TL and open issues identified until now.

2 Transfer Learning: Current Status
To realize how much work has been done in TL, we have to go back
some decades. In fact, this subject has been around since the 80’s with
considerable advancements since then (see for instance [4, 10, 14, 21,

23, 30, 31] and references therein). Probably, the foremost work that
envisioned the concept of TL was Tom Mitchel [21] where the idea of bias
learning was first presented. A first attempt to extend these ideas was soon
performed in [24] where Neural Networks (NNs) where first used for TL.
Their pragmatic approach consisted on training a NN on a source problem
to be then retrained on a target problem. In a simple way, layer weights
obtained using the source problem data were then reused and retrained
to solve the target problem. At the time based on Decision Trees, Pratt
adopted entropy measures to assess the quality of the hyperplanes. Soon
after, [15] derived a framework to use (abstract) internal representations
generated by NNs for TL problems.

After these pivotal works, a significant number of implementations
and derivations of TL started to appear. In [29] a new learning paradigm
was proposed for TL where one would inclemently learn concept after
concept. Sebastien Thrun envisioned this approach to how humans learn:
by stacking knowledge upon another (as building blocks) resulting in an
extreme nested system of learning functions. At that time, a particular
case of [29], coined as Multi-Task Learning (MTL), was presented [8, 9]
along with their theoretical formulations [2]. In a nutshell, MTL solves all
target problems all at once. However, this approach does not hold for our
definition of TL (see Definition 1) since it learns a common representa-
tion for all of our data. These approaches assume that there is a significant
amount of information overlapping all concepts that need to be learned,
which sometimes is not the case.

In 2000 a specific formulation was introduced in [27] by Shimodaira.
Although initially not contextualized in the domain of TL, its theoreti-
cal conclusions on how to learn a model on a target problem based on a
source problem had a significant impact and its implications were only
later realized. [27] described a weighted least squares based on the prior
knowledge of the densities of source and target problems. At the time,
Shimodaira only addressed the issue of data probabilities being different
leading to what he had termed covariate shift. After that, [3, 10, 13] pre-
sented different algorithms to address the limitations of [27] such as the
estimation of data probabilities leading to the rise of the domain adapta-
tion1. In [28] an extension of Shimodaira’s work was presented so that it
could cope with the leave-one-out risk. The implications of this specific
trend of TL was on the resolution of many Natural Processing Language
(NPL) problems [3, 5] and genome sequence analysis [26]. Recently, an
overview on TL was presented in [22] with a vast, but horizontal, anal-
ysis of the most recent works that tackle classification, regression and
unsupervised learning for TL. [18] provided fundamental mathematical
reasonings for TL by devising: 1) generalization bounds for max-margin
algorithm such as SVMs and 2) its theoretical limits for error variability
based on the leave-one-out risk [6]. [18], to the best of our knowledge,
was one of the first to identify a gap in the literature of the theoretical
limitations of algorithms on TL.

NNs are the majority of the chosen algorithms to perform TL. With
the recently re-interest on NNs and the availability of more computational
power along with new and faster algorithms, NN with deep architectures
started to emerge to tackle TL. In [14] a framework for covariate shift
with deep networks was presented. [1, 16, 17] widened the research line
of [24] by addressing the following questions: How can we tailor deep
neural networks for TL? How TL performs with reusing layers and with

1Although both terms are widely used in the literature, the underlying principles are
strictly the same. For this reason we will opt to use instead covariate shift to avoid confu-
sion on the terminology.



different types of data? As described so far, in spite of the immense differ-
ent TL interpretations and definitions, concerns started to appear on how
to unify this area of research on ML. Sharing these views, in [23] an uni-
fying framework for many of the existing TL methods is presented. Here,
concepts for covariate shift and, in more general, TL, are jointly defined.

3 Transfer Learning: Trends and Challenges
We will now focus on other pressing issues that ought be addressed in
the near time soon. One important aspect is how to measure knowledge
gains when doing TL. We will also briefly address the impact that differ-
ences among datasets (source and target problem) may have in the learn-
ing rates. Other open issues are concerned with the increasing availability
of data. Knowing that is humanly impossible to analyze this amount of
data we found that there are few learning models that address this; finally,
we also identified a gap in public competitions to benchmark available
methods that are presented in the literature.
Unification of TL: One main issue that has been hindering the advance
of TL is the vast amount of formulations on TL. For instance, we have
shown the work of [24, 29] that promote the idea of never-ending learning,
the covariate shift of Shimodaira [27] and domain adaptation of [3, 4].
They share concepts from Shimodaira’s covariate shift, but variants on
the terminology are employed which inevitably leads to confusion. In
fact, a first tentative for an unification on TL was proposed in [23].
Measuring Knowledge Gains: Bengio et al. in [14] analyzed until a
certain extent how to quantify TL gains. Although overcoming some
interpretation issues regarding performance results that can occur when
dealing with multiple source domains, it is unknown how these mea-
sures behave in other TL methods besides covariate shift, particularly in
situations where class sets are different between problems. Simpler ap-
proaches like mean squared error (MSE) or statistical inspired coefficients
can provide further information such as class agreement. Moreover, mea-
sures as the ones employed by Bengio in [14] can lead to non definite
results if one obtains a perfect baseline model (see [14]).
Dissimilar Datasets: How difficult is to do TL? It is important to state
that according to [12] the quality of the results is related with Kullback-
Leibler divergence measured on the datasets with different source/ target
problem pair. In a straightforward reading it may seem that for different
problems it may be infeasible to perform TL; Or, that TL models need to
be more robust for heterogeneous problems; Or, that data features are not
representative. Based on our review, it was not possible to identify works
that try to make this analysis or at least to perform an attempt on that.
Although these intuitive ideas have empirically present a relation between
domain divergence and TL algorithms performance, a theoretical reason
for these behaviors is still unknown [7, 17].
A new trend: Big Data With the emergence of evermore data it is in-
feasible for a human to analyze it in its life time. There has been a spe-
cial interest in big data, particularly in the biology research fields [19].
However, the development of learning models for each specific problem
may be a greedy and slow, but unnecessary, endeavor. Besides the fast-
paced research for the development of new learning models to deal with
big data, TL still seems to be very far behind. Due to the large size of
these datasets, it is also a cumbersome and counter-productive task to
pre-process it. Therefore, highly heterogeneous, with under-represented
classes and contaminated with noise data may be difficult to process by
an automatic learning algorithm. To overcome this, authors choose to use
reduced, cleaner, versions of these datasets. See for instance [14]. We see
that big data trend only strengthens the motivations and objectives for TL.
One of the first works that tackle this was presented in 2014 in [11].
Public Competitions for Learning Algorithms Benchmark Contrary
to many other research fields such as fingerprints2 or object categoriza-
tion3, there has been a void in open challenges in TL where one can
benchmark our method with others from the literature. Even though there
have been workshops and special sessions in international top tier confer-
ences such as 2013 and 2011 edition of NIPS4, 2011 edition of ICML5,
or, 2009 edition of ECML PKDD6 where several fundamental questions

2FVC ongoing contest: https://biolab.csr.unibo.it/FVCOnGoing/
3VOC Challenge: http://pascallin.ecs.soton.ac.uk/challenges/

VOC/
4NIPS TL: http://nips.cc/Conferences/2013/Program/event.php?

ID=3721, and https://sites.google.com/site/nips2011domainadap/
5ICML: http://clopinet.com/isabelle/Projects/ICML2011/
6ECML: http://www.ecmlpkdd2009.net/program/tutorials/

transfer-learning-for-reinforcement-learning-domains/

on TL were addressed and pushed forward the research in this field, to the
best of our knowledge, the only competitions on TL were at ICML [20]
and NIPS7.
4 Conclusions
At this point it should be clear the interest on Transfer Learning (TL).
We have described the limitations of standard machine learning (ML) ap-
proaches and how TL can aid in this matter. We have identified key, break-
through, works on this subject but there are still aspects that need to be
addressed. Most of the fundamental issues on TL such as the assumption
on data distribution, generalization bounds or loss functions have started
to be explored. In fact, some of these issues were raised in [20], but
few authors have researched this. Despite of the amount of works that
have been presented we have only seen a glimpse of what can be done on
TL. Public competitions had always been a way to present breakthrough
results and to assess in a homogeneous manner the state-of-the-art on var-
ious domains of research. But, only two competitions were conducted so
far. In the future, it should be clearer in what TL consists by unifying its
principles and concepts, by providing means to understand the impact of
different pairs of source/target problems on the performance results, and
finally, ways to measure it.
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