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Śılvio Filipe and Lúıs A. Alexandre
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Abstract. This paper presents a method for automatic segmentation of
images of faces captured in Long Wavelength Infrared (LWIR), allowing
a wide range of face rotations, expressions and artifacts (such as glasses
and hats). The paper presents a novel high accurate approach and com-
pares its performance against three other previously published methods.
The proposed approach uses active contours, morphological filtering and
several other image processing operations. Experiments were performed
on a total of 699 test images from three public available databases. The
obtained results improve on previous existing methods up to 29.5% for
the first measure error (E1) and up to 34.7% for the second measure
(E2), depending on the method and database.
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1 Introduction

During the last decades, there has been a great deal of research in the area
of face recognition, especially in the visible spectrum. But recognition systems
in the visible spectrum have problems dealing with light variations. In order to
solve this problem, the proposed solutions are the use of 3D face recognition or
a combination of facial recognition in visible and Infrared (IR) spectrum [1].

The growing concern over security has led to interest in the development
of more robust methods, giving rise to face recognition only in the infrared,
since the LWIR recognition is not affected by light variations. Contrary to the
visible wavelength, where there are numerous methods for accomplishing this
task (based on geometry, color, etc.) in the LWIR there is a lack of proposals to
improve the current status.

A crucial step in the process of facial recognition is face segmentation. Seg-
mentation is more demanding than the simple face detection, since it not only
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points to the location of the face, but must also describe its shape. A good seg-
mentation system can improve the recognition rates for most recognition meth-
ods.

In the next sections we present a short description of the available LWIR face
segmentation methods (section 2) and present our proposed method (section 3).
In section 4, we present the datasets used and experimental results, including a
discussion. We end the paper in section 5 with the conclusions.

2 Overview of Face Segmentation in Thermal Infrared
Images

A preprocessing step for many face recognition methods, which can lead to
failure if not done correctly, is face segmentation.

Gyaourova et al. in [2] proposed a method based on an elliptical mask that
is placed over the face image. The problem is that this approach will work only
on frontal faces, centered and captured at the same distance (in order to have
approximately the same size).

Pavlidis et al. [3] achieve face segmentation through a Bayesian approach,
fitting two Normal Distributions per class applying an adaptation of the Ex-
pectation Maximization (EM) algorithm. This algorithm accepts skin (s) and
background (b) pixels from selected sub-regions of the training set where only
one of those types is present, then produces 4 means (µ), 4 variances (σ2) and
2 weights (ω). In the segmentation stage, for each pixel there is a prior distri-
bution π(t)(θ), for the tth iteration, where θ is the parameter of interest that
takes two possible values (s and b), whether it is a skin (π(t)(s)) or a back-
ground (π(t)(b) = 1 − π(t)(s)) pixel. Its initial prior probability is given by
π(1)(s) = 1

2 = π(1)(b).
The input pixel value xt has a conditional distribution f(xt|θ). If the partic-

ular pixel is skin, we have f(xt|s) =
∑2

i=1 ωsi
N (µsi

, σ2
si

), where N (µsi
, σ2

si
) is

the Normal Distribution with mean µsi
and variance σ2

si
, and where ωs2 is given

by 1− ωs1 .
More recently, Cho et al. in [4] presented a method for segmentation of the

face in IR images based on contours and morphological operations. The edge
detector used is the Sobel edge detector, where only the largest contour is used
which is considered to be the best to describe the face. After that, they ap-
ply morphological operations to the contour in this area, to connect the open
contours and remove small areas.

Filipe and Alexandre [5] published an extension of method [3]. The extension
consists in closing image regions that have been left with holes, based on edge
detection and morphological operations. In that paper, the method is not a
method for face segmentation, but skin segmentation. The big difference between
the skin segmentation and face segmentation relates to the fact that the neck is
included or not in the segmentation, respectively.
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Fig. 1. Vertical and horizontal signatures analysis (see text for detailed description).

3 Proposed Method

We designed a method that is able to overcome the main problems identified
with the existing face segmentation methods. The method proposed in this paper
was designed to give more importance to accuracy than to speed. In the following
sub-sections we will describe the steps used in our proposed method.

3.1 Rectangular Region of Interest (RROI)

An interesting operator would give the Rectangular Region of Interest (RROI)
that contains the face. This would avoid the problems caused by the clothes since,
as the body warms it, clothes have temperatures similar to the face. This may
difficult the pixel intensity-based segmentation approaches.

To obtain the RROI we analyze the vertical and horizontal image signa-
tures. These are 1D vectors that contain the sum of the intensity of the pixels
along the columns and rows, respectively sigV (c) =

∑R
r=1 I(c, r) and sigH(r) =∑C

c=1 I(c, r), where c and r are the indexes of column and row for image I of
dimension C × R. In the first step, we start by analyzing the vertical signature
(see figure 1(b)). This signal has several high frequency oscillations that will ap-
pear in its derivative (shown in figure 1(e)). This can be avoided by smoothing
it with a 1D Gaussian filter (we used the one in figure 1(c) and the result shown
in figure 1(d)). The following step consists in determining the extrema of this
signal: in figures 1(a) and 1(e), we marked the maximum with the left dash line
(colLeft) and the minimum with a right dash line (colRight). The two lines
indicate the location of a large variation in image intensity that we identify with
the sides of the face.

The next step in defining the RROI is the analysis of the horizontal signature
to obtain the upper bound on the face (rowUp). For this, we only consider the
part of the image between the two extrema detected previously. This removes
the shoulders of the subjects and overcomes one of the issues that was causing
problems in the previous approaches. The process used in the analysis of the
horizontal signature (see figure 1)) is similar to the one used to analyze the
vertical signature. The main difference is the shape and size of the filter, were
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Fig. 2. Process for fitting a parabola (see text for detailed description).

selected to remove sudden variations that would appear in the signal when the
subjects are wearing glasses or have a cold nose.

The upper bound of the face (rowUp) is given by the maximum of horizontal
signature and is represented by a upper dash line in figure 1(f). The delimitation
of the lower face (rowDown) is given by fitting a parabola to the contours of
the shoulders or the chin. Knowing that a person’s shoulders are always at the
bottom of the image (region between [ 23×R,R], where R is the number of rows of
the image). In this region, a linear reduction in the number of colors was done in
order to enhance the chin, neck and shoulders regions and remove certain types
of background noise (shown in figure 2(b)). To smooth the abrupt changes in
the regions presented we apply a Gaussian blur (shown in figure 2(c)). We used
the Canny edge detector [6] to obtain the points used to adjust our parabola.

The result obtained by the Canny edge detector is used to fit a second order
function (parabola) to obtain the parameters a, b and c, with f(x) = ax2+bx+c.
To find the parameters of the parabola (a, b and c) which best describes the
curvature of the shoulders (figures in the figure 2) or carried by the chin when the
shoulders are not detected in the contours we use the least-squares method. The
fit of the parabola is done automatically where it receives a set of points, in this
case the points are the edges returned by the Canny method (white points shown
in the figure 2(d)). rowDown is given by the mean value between f(colLeft)
and f(colRight) when a > 0 (adjusts to the chin) and when a < 0 rowDown is
given by the maximum value of the parabola (adjusts to the shoulders).

3.2 Elliptical Region of Interest (EROI)

The idea of defining an ellipse to enclosure the face is appealing since a face
has approximately the shape of an ellipse. An example is the work in [2] where
the segmentation approach uses such an ellipse. We will also use an ellipse to
improve the RROI around the face and to initialize the mask used in the method
[7] (discussed in section 3.3). The ellipse will be defined inside the previously
obtained RROI. We start by finding the center of the face which we will use as
the center of the ellipse. To determine this center point (colCFace, rowCFace),
the cross on the image in figure 1(a), we use the extrema obtained while searching
for the RROI.
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Fig. 3. Step by step example of the application of the FPIBI operation (see text for
detailed description).

3.3 Active Contours without Edges

Chan and Vese [7] proposed a level set model for active contours to detect
objects whose boundaries are not necessarily defined by the gradient, as with
the classical active contour. The main motivation for the use of this type of al-
gorithms is their excellent ability to segment objects present in images. Since it
is an iterative method, we imposed a restriction: the maximum number of iter-
ations is now 200. This reduces the computational cost without visible accuracy
loss, according to some training set experiments performed. The processing time
will depend on the type of initial contour and of its position. Our method will
use an active contour but with an elliptical initial boundary, thus having a shape
similar to a face.

3.4 Face Pixel Identification from Binary Image (FPIBI)

To select the face pixels in binary images (see figure 3(a)) that result from
the application of the method [7]. We want to identify the largest contour that
contains the face center and consider all pixels inside this contour as face pixels
with the exception of the pixels that belong to glasses (see figure 3). Firstly we
identify the center of the face as explained in the RROI operation (cross in the
figure 3(a)), followed by a morphological operation used to remove small areas.
Then, an edge map is obtained using the Canny edge detector [6] and enhanced
through a dilation (see figure 3(b)). From these edges we select and fill the largest
that contains the face center (see figure 3(c)).

To remove glasses that may have been considered as being face in the previous
step, we make the absolute difference between the image before the selection of
the largest contour and the image that results from filling this largest contour
(see figure 3(d)). Then we apply an opening with a circular structuring element
(see figure 3(e)). Only the largest regions, such as the glasses, remain after the
application of this morphological operator. This resulting image is summed with
the one that results from filling the largest contour and the values that exceed
the largest possible value are clipped to zero (non-face pixel) (see figure 3(f)).
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4 Experimental Results

4.1 Datasets

In these work, we used three database the face images having different char-
acteristics in the LWIR and these are: 1 – The ‘Collection X1’ University of Notre
Dame (UND) database [8] contains 2293 LWIR frontal face IR images from 81
different subjects. The training set contains 159 images and the test set 163. 2
– The ‘Terravic Facial IR Database’ [9] contains 24508 images of 20 different
persons. It has different poses and artifacts, and the images was captured in an
indoor and outdoor environment, for this the training set has 235 images and
the test set has 240. 3 – The ‘IRIS Thermal/Visible Face Database’ [10] contains
4228 images were acquired with various rotations, illuminations and expressions
and in this database the training and test sets have both 296 images.

The test sets images from all databases were segmented manually to create
the test set ground truth (samples shown in row 2 of figure 4). Method [4]
does not need a training set and method [3] and ours use pixels from manually
segmented regions of the training set images avoiding the need for accurate
segmentation of the training set. A list with the names of the images used for
training, test, the segmented images and all the source code is available at:
http://socia-lab.di.ubi.pt/~silvio/IbPRIA2013.html.

4.2 Results and Discussion

The test set of the databases were used to measure pixel-by-pixel agreement
between the binary maps produced by each of the algorithms (these maps are
shown in figure 4, rows 3 to 5) and the ground-truth data manually built a priori
(see examples in row 2 of figure 4).

During this work, we evaluate the accuracy of each algorithm by measuring
the errors E1 and E2. The quantitative evaluation of the presented methods is
in table 1. It contains the errors E1 and E2, of each algorithm and the execution
time.

The classification error rate (E1) of the algorithm on the input image Ii is
given by the proportion of correspondent disagreeing pixels across the image:
E1 = 1

n

∑n
i=1

1
C×R

∑C
c=1

∑R
r=1O(c, r) ⊗ T (c, r), where O(c, r) and T (c, r) are,

respectively, pixels of the output and true class images.
The second error measure (E2) aims to compensate the disproportion be-

tween the a priori probabilities of ‘face’ and ‘non-face’ pixels in the images.
The type-I and type-II error rate of the images is given by the average be-
tween the False Positive Rate (FPR) and False Negative Rate (FNR): E2 =
1
n

∑n
i=1

FNR
2 + FPR

2 .
Regarding the results for the UND database (in table 1), our method im-

proves them between 4.4% and 31.3%. Method [3] only analyzes the distribution
of intensities of the pixels, so that when there is a region with clothes that has a
temperature similar to the skin, it is considered to be skin. The second part of
table 1 shows the results of the methods for segmenting the Terravic database

http://socia-lab.di.ubi.pt/~silvio/IbPRIA2013.html
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Table 1. Experiment results in all databases. For each method, we present the E1, E2

and execution time in seconds. The best (smallest) results in terms of error measures
for each database are shown in bold.

Methods
Cho et al. [4] Pavlidis et al. [3] Proposed Method

UND
E1 0.369 0.118 0.074
E2 0.376 0.143 0.063

T ime(s) 1.236 4.480 5.974

Terravic
E1 0.158 0.095 0.047
E2 0.179 0.083 0.057

T ime(s) 1.237 4.554 7.041

IRIS
E1 0.307 0.181 0.096
E2 0.451 0.156 0.104

T ime(s) 0.959 3.233 7.686

and the improvement of our method range from 2.6% to 12.2% (error measure
E2). Our method obtained only minor improvements in this database because
there were a lower proportion of clothes in the images and the part that appeared
in the images had a lower temperature than the face since part of the database
was captured outside. For the IRIS database, the results are presented in the
third part of table 1. All methods had an increase in error rates for both error
measures (E1 and E2). In this database, the method in [3] considered many of
the regions of hair and neck as part of the face. This is due to the existence of
larger regions of face in the images which increased the detail of the hair and
neck. In our method, the increase was not as sharp since the cuts were made
solely by the fit of the parabola. Still, our method improved the segmentation
results from 5.2% to 34.7% (in measure E2).

The third row of figure 4 contains the result of the method in [4]. We ob-
serve that when the extracted contour is not closed, it assumes that much of
the background is part of the face. In the fourth row of figure 4 is shown the
segmentation result of the method in [3]. This method is based on a model of
the distribution of intensities of the pixels, which means that all regions that
have a higher temperature (higher intensity of pixels) are assumed as part of
the face. The results of our method can be seen in row 5 of figure 4. In order
to try to solve the problems presented by the other methods, we defined steps
strategically targeted to these problems. Through the combination of several
operations that are included in this method it can approximate quite well the
desired results of manually segmented images.

5 Conclusion

This paper aimed at improving the state of the art in LWIR face segmen-
tation. It contains a brief summary of the best existing methods, the proposal
of a new method that performs well regardless of face pose, rotation, artifacts
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Original
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Cho et al. [4]

Pavlidis et al. [3]

Proposed Method

Fig. 4. Sample test set results for images from all databases.

and expression, and an extensive evaluation of these methods under different
publicly available databases (690 training and 699 test images).

The proposed method was designed to be accurate. It does this quite well
since it is the best in both error measures, with improvements of up to 29.5%
according to E1 and 34.7% according to E2, depending on the database. In all the
segmentation methods presented here, this is the one that is closer to the results
of manual segmentation. This method, besides being able to solve the problem
of including the clothes as part of the face, allows us to have the approximate
shape of the face, which ultimately can be used by recognition methods.
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