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Abstract

In the contet of unified messaging, a textual messge
mayhaveto bereducedn lengthfor displayon certainmo-
bile devices. This paper presentsa new methodto extract
sentenceshat deal with a certain topic from a giventext.
The approad is basedon automaticallycomputedists of
words that representthe desied topics. Theseword lists
also give semantichints on how to shortensentencesex-
tendingpreviousmethodghatrely onsyntacticalcluesonly.
Themethodhasbeenevaluatedfor extractionaccumacyand
by humansubjectsfor informativenes®sf the resultingex-
tracts.

1. Introduction

Oneof the tasksin unified messagings to adjusttexts
to variousdisplay formatsof receving devices. Consider
the aim of reducingurgentemail texts suchthat they can
be sentas shortmessagein SMS format (limited to 160
characters)For this task, it is necessaryo distinguishim-
portantinformationfrom lessimportantinformationwithin
the original text, wheredifferentuserswill have different
notionsof whatis importantfor them. Thus,acombination
of informationfiltering andtext reductionis needed.

The correspondingesearchareais domain-specifigext
summarizationa specializatiorof genericsummarization,
wheremostly extractionfrom the original text, ratherthan
reformulatingcontent,is the methodof choice. For filter-
ing tasks,modelsfor a users thematicfocus are needed,
which have beencomparatiely complec in informationex-
tractionandfiltering, while domain-specifisummarization
approache$iave mostly appliedqueriesfrom information
retrieval systemswhich tendto be simpleandshort.

In this paper a combinationof a more complex user
model with content-basedext reductionis examined. A
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userspecifieherinterestdy markingtexts or text passages
asbeinginterestingor not. Fromthis collection,aweighed
word list ranking the mostimportantwords for the topics
of interestis computed.Using the word weightsasa user
model,sentencefrom the original text areselectedf their
weightsumis above a certainthreshold. This amountsto
afilter for interestingtext passageskor further reduction,
asneededor 160availablecharactersthe sentencethem-
selvesareshortenedisingtheresultsof a shallov parseifor
syntacticandthe word list for semantichints on whereto
cancelwordsor phrases.

This approachwas appliedto filter texts and corvert a
collectionof emailsto SMSmessage<valuationwasdone
(a) by comparingthe extractswith humanlabelingof rele-
vant passagesysing standardneasuresike precisionand
recall,and(b) by questioninghumansubjectsin a system-
atic way to judgetheinformativenesf the resultingmes-
sages.The latter type of evaluationis notoriouslydifficult
to do for genericsummariesasthe quality of a summary
dependon the purposefor which it is used,which is not
usuallyknown beforehandIn contrast specificsummaries
address known informationneedandcanbeevaluatedus-
ing specificquestions.

In the following, section2 relatespreviouswork to this
approachSection3 describesiow to gathemwordlistsfrom
marked texts, while section4 shovs how they canbe ap-
pliedto selectandcompressentencesandto form extracts
of limited length. Section5 describeghe dataand experi-
ments,ncludingthe evaluationby humans Section6 gives
concludingremarks.

2 Redated work

In text summarizationjt is a standardapproachto se-
lect sentencefrom theoriginal text for the summarybased
on characteristiavords[10]. Suchwordsandwaysto find
them are of specialinteresthere. One approachis to use
lexical knowledgefrom sourcessuchas WORDNET [11];
compard?2]. Anotheris to usestatisticalinformationgath-
eredfrom a corpus[1]. A well-known measurehatrelies



only on the giventext collectionis Tf-Idf (used,for exam-
ple,in [3, 4]), which measuresiow characteristi@aword s
for its text.

Consideringdomain-specifisummarizationyordsthat
arecharacteristid¢or a giventopic, notfor atext asawhole,
must be found. In the context of Information Retrieval,
words from the user query indicate the topic for specific
summarizatiorj13, 1], but only coarselyasqueriestendto
berathershort.

Sentenceompressiorhasonly recentlybeenexplored.
In most approachessyntacticalclues were usedto find
phrasesvithin asentenc¢hatcanbecancelled7, 9]. How-
ever, aswill be amguedin section4.2, importantinforma-
tion canshowv up in mary differentsyntacticalcontexts, so
that semantichints for cancellingareneeded.In [8], lexi-
cal links betweenwordsareusedin additionto syntactical
information. Thelinks provide informationon how related
thewordin questionis to themaintopicsof its text, or to the
userquery Thenext sectionintroducesopic-specifiovord
listswhich provide extendedandmoreprecisesemantidn-
formationfor sentence&ompression.

Theideato corvert (for example)emailsto shortermes-
sagesmotivatesthe work in [5], whereeven single words
areshortenedy deletingcertainvowels.

3 Word lists

To beableto dospecificsummarizationthe systemmust
know abouta users interests. An easyway to achieve
thisis to learnfrom examplesthat the userprovides. This
is done by marking texts or text passagess relevant or
not. While only labelingwhole texts is lesswork, a more
fine-grainedprocedureenderanoreprecisecalculationof
word weights,asmary relevanttexts will alsocontainless
interestingpassagesMarking eachparagraplor eveneach
sentencehusrequiresfewer texts to achieve the samepre-
cision, but amountgo morework for the user With a suit-
able ervironment, where marking interestingsentencess
reducedto a mouseclick, this may be not unreasonable.
However, the methodgpresentedherework with eachgran-
ularity andin thefollowing, passae is usedasa synorym
for text, text pass@e andsentence

Before calculatingword weights,a reductionof words
to stemsmay be performed,so that differentword forms
eachcountasan instanceof the sameword. In the exper
imentsfor this paper which usedGermantexts, skipping
stemreductiondid not leadto goodresults but this maybe
differentfor lessinflectionallanguagedik e English.

Severalwaysto computeaword rankingarepossible Of
thosetried for this work, only the mostsimpleandsuccess-
ful oneis describedhere;referto [6] for a descriptionof
alternatves,which include G2, informationgain andword
weightsgainedfrom a trainedSupportVectorMachine.

Givencollectionsof p relevantandn irrelevantpassages,
let f, and f,, betheabsolutdrequenciesf awordin them,
respectiely. Thenits weightw is computedas

_ p/fp
Ry

This weight canbe interpretedas an approximationto the
probability that a passageontainingthis word dealswith
therelevanttopic. Note thatthe word weightsonly have to
be computedonceaslong asthe topic of interestdoesnot
change.Also notethat wordsare not separatedrom their
contt: if a word hastwo meanings,of which only one
playsarolein therelevantpassageghenit will notreceive
a high weightif it alsooccurs(with the othermeaning)in
the otherpassagesThus, problemsof polysemyand, by a
similar agument,synorymy aremoderated.

Every word in the corpusreceves a weight, but only
words with high weights are consideredrelevant for the
topic, so thatthe list is cut off at a certainlength, for ex-
ampleat 10% of thewholelist.

(1)

4 Sentence selection and compression

This sectiondescribesow word lists canbe usedto re-
duceatext to adesiredength,by selection(4.1),compres-
sion(4.2) andorderingof sentence§4.3).

4.1 Selection

Using the truncatedword list, every word of an unseen
sentencés assignedts weight (zeroif it is not onthelist).
For eachsentencethe sumof its word weightsis divided
by its word countso as not to bias for longer sentences.
Theresultis comparedo athresholdto decidewhetherthe
sentenceshouldbein the domain-specifiextract.

To find theright thresholdfor a givenword list, several
candidatethresholdbetweena minimum anda maximum
aretestedon the collectionof labeledtexts. If thelabeling
wasdonesentenceise,recallandprecisionfor thesentence
extractioncanbecomputedandthethresholdhatgainsthe
highestF} value(anaverageof recallandprecision)will be
chosen. If the labelingwas donetextwise, the numberof
sentencefrom relevanttexts above the candidatehreshold
minusthe numberfrom irrelevanttexts hasto bemaximised
to choosethe bestthreshold. In this way, the thresholdis
adjustedo agivenword list with its distribution of weights.

The thresholdmay also be an instrumentto tune the
methodto a users preferencesA high thresholdwill lead
to the extractionof almostonly relevantinformation,while
somerelevant sentencewill be lost. A lower threshold
achiesesbetterrecall,meaninghatonly little relevantinfor-
mationis lost, but moreirrelevantsentencearepresented.
Betweenthesetwo, acompromisas usuallyunavoidable.



4.2 Compression

For a 160 characterdisplay even selectingsentences
from alongertext doesnot always achiese enoughreduc-
tion. Sincethereareusuallymoreinformative andlessin-
formative partswithin a sentenceit is possibleto compress
sentences$urther. However, this mustbe donein a careful
way so as not to destry the structureof sentencesmak-
ing the extractunreadableFor example,theverbis central
in every sentenceboth syntacticallyand semanticallyand
shouldnever bedeleted.The sameis truefor negations.

The resultsof a shallav, robust syntacticalparsergive
first hints on what partsof a sentenceare more important
thanothers.But considerthefollowing examplesentences,
which all expressthe sameinformationwhich might be ur-
gentto someuser namelythatanappointments cancelled.

(1) On Friday, the meeting at 9 am. is

cancelled.

(2) On no account can | make it Friday
morning.

(3) Unfortunately, Friday is impossible
for me.

(4) A cancellation of the Friday meeting

is unavoidable.

Thecrucialinformationis in theverbin (1), in theadwerbial
On no account in (2), in the subjectattributeimpos-
sible in (3) andin the subjectitself in (4). Basically rel-
evantinformationmayshow upin ary syntacticabtructure.
With the list of topic words, it is possibleto cancelonly
partsof a sentencéhatdo not containtopic-relatedwords,
makingit morelik ely thatimportantinformationis retained.

On the other hand, the syntaxanalysisprovides a use-
ful tool to considerdifferentlevels of reduction[7]. These
levels allow to reducea sentencdlexibly asfar asis nec-
essarybut not further. Table 1 shaws the differentlevels
thatwereusedhere;they aredeterminedoy the structures
thatthe shallov parserfor Germanusedin the experiments
(section5) provides, namelya linear sequencef phrases
withoutdependencieketweerthem.

Level 1 alsoincludesthe replacemenbf certainwords
by commonabbreiations. The level marked "X’ is used
in a specialway: it might not be mostusefulto useit asa
lastresort(level 7), but earlierif a subordinateclausedoes
notcontainary topic words;thenthe remainingsentencés
stronglyreducedvithoutabig impactonits readability On
the otherhand,it might be unnecessarfo remove a whole
clauseif areductionto level oneor two wasenough.Em-
pirically, it wasfound that the averagereductionachieved
by levelsonethroughsix withoutclausedeletionis onehalf
ontheextractedsentenceffrom thecorpusdescribedn the

Table 1. Reduction levels

| Level | Deleteif weightis zero |

(nodeletion)
stopwords

articles

adjectives
adwerbialphrases
prepositionaphrases
nounphrases
subordinatelauses

Xlo|o| &~ wlN| o

next section).Thereforeclauseremovaliis doneif thesum-
mary lengthwithout any compressions morethandouble
the sizeof the desiredsummarylength,andit is doneafter
level 2, becausatthis point,the meaningof thesentencés
hardlydamagedret. Othersolutionscould easilybeimple-
mented.

This schemewvastestedon Germartexts (seesectionb);
thefollowing is anartificial Englishexamplemeantto give
an impressionof what the reducedsentencedook like at
differentreductionlevels. In (5), all levels have beenap-
plied, in (6) reductionwasstoppedafterlevel 4, and(7) is
theoriginal sentenceThe charactef alertsreadergo one
or moredeletedwords.

(5) "'what about having'on MO then?

(6) "what about having Ilunch®™on MOthen?

(7) Hello, well what about having lunch
together  on Monday then?

Notethaton Monday is a prepositionabhrasebut is not
cancelledasit recevespositive weight from the word list;
Monday is replacedy its commonabbreviation MO

Deletion of noun phrasess in most casestoo radical
(compareexample(5)) andproducesinreadablesentences.
However, in somecasest might be enoughto presentcer
tainfactualfragmentdik etimes,datesor mongy amountsn
the extractandthis would be achieved on level six. While
this could also be doneusinginformation extractiontech-
nology, it is possibleto seta maximumreductionlevel ac-
cordingto userpreference$ere.

4.3 Final extract formation

For extractswith a desiredmaximum length, suchas
SMS messagesthe order of presentingthe selectedsen-
tencesbecomesnissuesinceit may not be possibleto ac-
commodateall sentencessvenwhencompressions used.



It mayalsobenecessarjo accommodatenetainformation,
suchassenderandsubjectwhenreducingemails. After se-
lection, thereare two possibleways for ordering: (a) by
usingthe original order, (b) by usingthe rank of the sen-
tencesas given by the sum of word weights. The latter
orderis basedon the heuristicthat sentencesvith higher
weightcontainmore, or moreurgent,information;the for-
mer leaves anaphoricakeferencesintouched(unlessthey
referto unextractedsentencesBoth arecombinedhere.

Since sentenceshould not be compressednore than
necessarythey are compressedevel by level in an outer
loop, startingwith level zero(no deletion)andendingwith
aprespecifiednaximumlevel, atmostsix. Within theloop,
an extractis formedby usingthosecompressedentences
that have highestweight, but in their original order, while
the maximumextract lengthis respected.If the last sen-
tencedoesnotfit completelyit is cut off asnecessanyf all
sentencefdit in the extract, the procedures stopped;oth-
erwisethe next reductionlevel is tried. If the lastlevel is
reachedand not all sentencedit, the last extractin which
somesentencearemissingis returned.

This methodallows to trade off readabilityagainstin-
formativenesr vice versa:if readabilityis prioritized,the
maximumreductionlevel shouldbe setlow, but this will
leave somesentencesut of the extractin somecases.By
settinga high maximumlevel, mary sentenceuwiill fit in the
extractbut be considerablycompressedhoweverthey may
still provide enoughinformationto areademwho knowsthe
contet of amessagefor example.

5 Evaluation

This sectiondescribesexperimentaldata(5.1), the ex-
perimentson selectionaccuray (5.2) andhow theinforma-
tivenes®f reducedexts wasevaluated(5.3).

51 Data

To testdomain-specifiextraction,two smallsetsof Ger
man texts were collectedthat eachdeal with a common
topic. Thefirst setconsistsof 280 emails(47,000words)
thatarerelatedto theschedulingor announcemertf meet-
ings. Thesecondsetcontain93 newspapeirticles(97,000
words)reportingresultsof public elections.Both setswere
complementedy equallymary emailsandnewvspapeiarti-
clesfrom randomdomainsyespectiely, to provide a back-
groundfor the calculationof word weights. The texts were
labeledsentenceise, with 13 and 10 percentof all sen-
tencedoundtopic-relatedrespectiely. For stemreduction,
taggingandshallov parsingtheGermanNLP tool MESON,
successoof SMES [12], wasused.

Both the domainschoserarecomparatiely suitablefor
information extraction tasks: certain structuralitems like

Table 2. Sentence selection results

| Texts || Recall | Precision| Fy | Fallout |
Emails || 83.5+56 | 79.2+67 | 81.2 | 2.3+05
Articles || 75.4+65 | 69.6+£72| 71.9| 3.5+02

times, datesand percentagesre rather salient, but these
itemsalsoshav up in otherdomainslike businesseports.
A look at the resultingword lists revealsthat times and
dates—Iot not only these—araveightedvery high in the
appointmenschedulingdomain,while theword percent
recevesaratherlow weightin the electionresultsdomain,
wherethe bestindicatorsare mandate , vote etc. The
evaluationbiasdueto easilyrecognizablétemsis thuslim-
ited.

5.2 Selection accuracy

Themaincriteriafor successfuselectionarerecall,pre-
cisionand F;, measuredt sentencgranularity However,
the precisionvalue depend®n the proportionof irrelevant
texts in the collection,asmoreirrelevanttexts increasethe
likelihoodof wrongpositive classificationsThereforefall-
out is usedin addition, which is definedas the ratio of
wrong positive classificationgo negative (irrelevant) sen-
tences.Low fallout meanghatlittle irrelevantinformation
is presented.

Table 2 shaws the resultson the two collectionsusing
10-fold crossvalidation,including standardieviations. Ex-
tractionwaseasielin the appointmentiomain,but is satis-
factoryfor the electionresultsaswell. Falloutis very low
for both.

In a secondexperiment,the word lists were computed
usingonly a textwise labeling (seesection4.1). This lead
to 76.5% Fy for the sentencedrom emailsand a rather
low 59.5% F; for the electionresults,probablydueto the
smallersize of this collection. Thus, labeling texts rather
thansentencess sufficient for theword list methodif there
areenoughtexts.

5.3 Extract informativeness

As mentionedin the introduction, specific summaries
are easierto evaluatethan genericonesbecauset is pos-
sibleto setup specificquestiongo readers Suchanintrin-
sic evaluationwasdonefor SMS messagewith 160 char
actersthat resultedfrom reducingthe appointment-related
emails. SMS messagesvere formed from 50 emailsus-
ing little, mediumand strongreduction(up to levels two,
fiveandsix, respectiely) and50informantswerepresented



with differentoriginal andreducedexts each(nobodywas
shawvn two versionsof the sametext). For eachtext, they
wereasledwhatkind of ameetingthetext dealtwith, when
andwhereit was supposedo take place,who takes part,
whetherthe meetingwas beingannouncedcanceledcon-
firmedetc.,andhow understandablthey foundthetext, on
ascaleof 1to 5.

Not thecorrectnessf answersvasmeasuredput differ-
enceshbetweenanswershasedon shortmessageandthose
basedn seeinghewhole email. It wasfoundthatthetime
of meetingsurvived almostall compressionsThe “status”
(confirmation,cancellationetc.) wasinferrablefrom 92%
of emailsand86%, 79% and74% of SMS messagebased
on little, mediumandstrongreduction,respectiely. Infor-
mationconcerninghe placeandtheparticipantof ameet-
ing is rarein theoriginaltextsandhardlyeversurvivescom-
pressionaspropernamemever receve a high weight. All
in all, 70% of the questionscould be answeredn average

for emails, but only 43% for strongly reducedmessages.

Readergave anaveraged.3, 3.1, 2.4 and1.8 for intellegi-
bility of emailsandlittle/medium/stronglyeducedextracts,
respectiely.

Taken togethey this meansthat importantinformation
(time andstatusfor appointmentsjs often preseredin the
reducedmessagedyut strongreductionshouldbe avoided
astoo little information canbe inferredfrom the resulting
texts. It seemdetterto leave somesentencesut of the ex-
tractsandto compresghe othersonly lightly, to presere
readability

6 Concluding remarks

In this paperit wasshavn how rankedlists of wordsre-
latedto a topic canbe usedto filter and reducetexts with
respecto this topic. No explicit knowledgeaboutseman-
tic relationsbetweenwordson thelist is neededjnsteada
semantiaelationis assumedmplicitly betweerwordswith
highweightasthey aresignificantfor the positively labeled
texts. However, methodsotherthanthe onepresentedhere
canbe usedto gainsuchlists. Further several lists canbe
appliedin parallel, so that userscanrecycle eachother’s
lists andbuild filters for their own rangeof interestingtop-
ics. Word lists canalsobe usedto semanticallyextendsyn-
tacticmethodgo compressentencesllowing strongerre-
ductionfor certainpurposes.
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