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Resumo alargado

O setor de telecomunicações é visto atualmente como um dos setores que mais cresce no

mundo, com um desenvolvimento exponencial nos últimos anos afetando cerca de 90%

da população em geral [BGM+20a]. Este crescimento tem sido alimentado pelos recentes

avanços tecnológicos e novos serviços de telecomunicações, implicando diretamente no

aumento dos dados que se tornaram um ativo de primeira classe para empresas, corpo­

rações e organizações. Apesar do vasto número de clientes, existem múltiplas empresas

operando neste mercado oferecendo serviços similares a uma gama restrita de preços.

Este fator junto com os custos reduzidos de mudança entre empresas justifica porque o

setor de telecomunicações é ummercado tão competitivo, onde a rotatividade de clientes

é uma preocupação central para as receitas das empresas. Contudo a taxa de churn pode

ser visto como termômetro para a saúde da empresa.

Uma forte concorrência entre empresas rivais e tarifas competitivas demúltiplos fornece­

dores são as principais razões para os clientes mudarem entre as operadoras de teleco­

municações. Entretanto, outros fatores podem levar os clientes à rotatividade, tais como

o aumento dos valores dos planos, atendimento deficiente ao cliente, tempos de conexão

lentos, e­mails de marketing indesejados, e outros. Com base nestes fatores, a chave para

mitigar este problema é prever os clientes que estão em risco de churn, ou em outras

palavras, rotatividade. Ultimamente, muitos pesquisadores estão interessados em tra­

balhar várias técnicas para prever a rotatividade dos clientes de telecomunicações. A in­

dústria de telecomunicações tem lutado com a ameaça de perder mais de 25% de seus

clientes a cada ano, o que se acredita resultar em uma enorme perda de receita. Outro

fator relevante é que adquirir um novo cliente custa entre 5 e 10 vezes mais do quemanter

um cliente com a empresa. Com base nisto, é essencial manter os assinantes existentes ou

evitar a rotatividade dos clientes [MTMM13]. De acordo com Kortler, a redução da taxa

de rotatividade em 5% aumenta o lucro de 25% para 85% para as empresas de [K+97].

Assim, tem havido uma demanda crescente para automatizar os processos utilizados e

identificar a rotatividade dos clientes. Entretanto, este processo é tão caro que normal­

mente apenas 15% da receita obtida pelas empresas móveis é gasta em infra­estrutura de

rede e TI, enquanto 15 a 20% da receita é usada na aquisição de clientes. Os modelos de

rotatividade de clientes visam identificar os primeiros sinais de rotatividade e tentar pre­

ver os clientes que saem voluntariamente. Portanto, muitas empresas percebem que seus

sistemas de banco de dados existentes são um de seus ativos mais valiosos e, de acordo

comAbbasdimehr, [AST11] os dados internos que as empresas têm sobre seus clientes são

uma ferramenta útil para prever clientes em risco.

O problema é caracterizado da seguinte forma churn é calculado dividindo o número total

de clientes pelo número total de clientes ativos em um determinado período. A rotativi­

dade de clientes pode ser gerenciada de forma reativa ou pró­ativa. Na abordagem reativa,

a empresa espera o pedido de cancelamento do cliente e depois oferece planos de retenção

atraentes. Na abordagem pró­ativa, a probabilidade de rotatividade é prevista de acordo

com os planos oferecidos aos clientes [Pen09].
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No segundo caso, as abordagens baseadas no aprendizado demáquinas provaram ser alta­

mente eficientes na estimativa da probabilidade de rotatividade do cliente[UI16, VDSC15,

AJA19]. Alguns algoritmos usados nestas estratégias são regressão linear, SVM, árvores

de decisão, floresta aleatória, e Naive Bayes.

Ao construir uma estratégia baseada na aprendizagem da máquina, a análise e proces­

samento de dados desempenha um papel significativo na melhoria da precisão da classi­

ficação. Muitas abordagens foram desenvolvidas por pesquisadores a fim de selecionar

características que são úteis na redução da dimensionalidade dos dados, complexidade

computacional e sobreajustes. Na previsão do churn, as características com maior grau

de importância são extraídas do vetor de entrada, pois são úteis para prever os clientes

que deixarão a empresa.

A fim de resolver o problema acima, as seguintes técnicas de aprendizagem de máquina

foram utilizadas neste trabalho: (1) Regressão logística, (2) Naive Bayes, (3) máquina ve­

torial de suporte, (4) Classificador floresta aleatória, (5) Decision Tree, (6) KNN, (7) e

algoritmos de gradient boosting tais como AdaBoost, XGBoost, LGBM Classifier e Cat­

Boost. O objetivo é fazer uma análise comparativa entre estes algoritmos para prever

vários padrões de rotatividade dos clientes. Além disso, para uma melhor compreensão

do conjunto de dados, os dados foram pré­processados para encontrar insights impor­

tantes e vetores de características. Depois de implementados os modelos são testados em

mais dois datasets que servem como uma forma de avaliar melhor seu desempenho em

dados desconhecidos.
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Abstract

Customer churn is a central concern for companies operating in industrieswith low switch­

ing costs. Among all industries, the one that suffersmost from this problem is the telecom­

munications sector, with an annual churn rate of approximately 30%. As operators grow,

so does the volume of data, and understanding and interpreting this data is necessary for

operators to understand why customer churn is happening. Through data science, ma­

chine learning, and artificial intelligence techniques, the possibilities of predicting cus­

tomer churn have increased significantly. In this research, the proposed methodology

consists of six phases. In its first phases, data preprocessing and feature analysis are per­

formed. In the third phase, feature selection is performed. Then, the data were divided

into two parts of training and testing, in the proportion of 80% and 20%, respectively.

For the prediction process, the most popular prediction models were applied, i.e. logistic

regression, vector machine, naive bays, random forest, decision trees, etc. In the train­

ing set, boosting and ensemble techniques were applied to achieve better model accuracy.

In the training set, K­fold cross­validation was used to avoid overlapping models. The

results are evaluated using the confusion matrix and the AUC curve. The Adaboost, Cat­

boost and XGBoost classifiers obtained the highest accuracy in the range of 85% and 92%.

The highest AUC scorewas 98%obtained byRandomForest and 93%XGBoost which out­

performed the other models.

Keywords
Data Science, Machine Learning, Churn rate, predictive model
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Chapter 1

Introduction

The telecommunications sector is currently seen as one of the fastest­growing sectors in

the world, with an exponential development in recent years affecting about 90% of the

general population [BGM+20a]. This growth has been fueled by recent technological ad­

vances and new telecommunications services, directly implying the increase in data that

has become a first­class asset for companies, corporations and organizations. Despite the

vast number of clients, there are multiple companies operating in this market offering

similar services at a tight range of prices. This fact together with the reduced costs of

switching between companies justifies why the telecommunication sector is such a com­

petitive market, where customer churn is a central concern for companies revenues.

Strong competition between rival companies and competitive rates frommultiple providers

are the main reasons for customers to switch between telecom operators. Nevertheless,

other factors can lead customers to churn such as increasing plan values, poor customer

service, slow connection times, unwanted marketing emails, and others. Based on these

factors, the key tomitigating this problem is to predict customers who are at risk of churn,

or in other words, churn. Lately, many researchers are interested in working on various

techniques to predict telecom customer churn. The telecom industry has been struggling

with the threat of losing more than 25% of its customers every year, which is believed to

result in a huge loss of revenue [WC02]. Another relevant factor is that acquiring a new

customer costs between 5 and 10 times more than keeping a customer with the company

[LP03]. Based on this, it is essential to keep existing subscribers or avoid customer churn

[MTMM13]. According to Kortler, reducing the turnover rate by 5% increases profit from

25% to 85% for companies [K+97].

Thus, there has been a growing demand to automate the processes used to identify cus­

tomer churn. However, this process is so expensive that typically only 15% of revenue

earned by mobile companies is spent on network and IT infrastructure, while 15 to 20%

of revenue is used on customer acquisition. Customer churn models aim to identify early

signs of churn and try to predict customers who leave voluntarily. Therefore, many com­

panies realize that their existing database systems are one of their most valuable assets,

and according to Abbasdimehr, [AST11] the internal data that companies have about their

customers is a useful tool for predicting customers at risk.

1.1 Problem Description

Churn is calculated by dividing the total number of customers by the total number of active

customers in a given period. Customer churn can be managed in a reactive or proactive

way. In the reactive approach, the company waits for the customer’s cancellation request,
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and then offers them attractive retention plans. In the proactive approach, the probability

of churn is predicted according to the plans offered to customers [Pen09]: Churn rate =

Lost customers/Total customers x 100.

Churn rate = Lost customers
Total customers . 100

By building a proactive machine learning based strategy, data processing and analysis

plays a significant role in improving classification accuracy. Many approaches have been

developed by researchers in order to select features useful in reducing data dimension­

ality, computational complexity and overfitting. In churn prediction, the features with

the highest degree of importance are extracted from the input vector as they are useful in

predicting the customers who will leave the company.

In this research three different types of datasetswere used and the following learning tech­

niques were applied: (1) Logistic regression, (2) Naive Bayes, (3) support vector machine,

(4) Random forest classifier,(5) KNN, (6) Decision tree (7) and boosting algorithms such

as AdaBoost, XGBoost, LGBM Classifier and CatBoost. The aim is to do a comparative

analysis between these algorithms to predict various customer churn patterns on differ­

ent types of datasets. In addition, for a better understanding of how the problem was

solved, some questions are answered in order to clarify specific points of this research.

1.1.1 Research Objectives

1. Explore a telecom company’s customer churn prediction using 10 machine learning

classification models on three different types of datasets;

2. Investigate the impact that the turnover rate solution can have on the telecommu­

nications industry as a whole;

3. Discuss the importance of customer churn models in the telecommunications in­

dustry;

4. Comparewhich algorithms andwhich types of datasets are effective in reducing cus­

tomer churn rates in telecom companies.

1.2 Research Questions

1. What is the most appropriate machine learning model to use to predict future cus­

tomer churn?
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2. Which features can be considered themost important to build a predictive customer

churn model?

3. What are the possible solutions to deal with unbalanced classes?

4. What impacts can the predictive model have on the telecommunications industry?

1.3 Research Limitations

1. The current study is limited to the telecommunications industry only.

2. The study does not use techniques other than machine learning techniques.

1.4 Main Contributions

After completing the development of this project, we have the following contributions:

• Development of churn prediction models using ten (10) different types of Machine

Learning algorithms;

• Themodels developed are not limited to the telecommunications sector, but can also

be applied and adapted to other areas of industry;

• An extensive state­of­the­art study on different strategies to solve the churn predic­

tion problem;

• Integration of the proposed model in the Telco Vista project of the TimweLab com­

pany.

1.5 Dissertation Outline

This dissertation project is divided into six chapters:

1. Chapter 1 ­ Introduction ­ Introduces churn prediction and how telecomoperators

are affected. It addresses on how the problem can be solved through Data Science

andML, exposes the objectives, limitations and contributions of the project and the

organization of the paper.

2. Chapter 2 ­Backgound and RelatedWorks ­ A summary is made of all the data

science andML concepts that are important for building amodel. A brief description

of how each model works and an overview on related works.

3. Chapter 3 ­ProposedMethod forDeveloping theChurnPredictionModel ­

It presents themethodology used to perform the data processing, information about

the dataset features and libraries used. It contains detailed descriptions of themodel

evaluation module.
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4. Chapter 4 ­ Building the Churn Rate Model ­ It is dedicated to explaining the

model proposal, which extra datasets will be used, technologies and libraries and a

brief description about each hyperparameter used for model fitting.

5. Chapter 5 ­ Results and Discussion ­ It sets out the results that were found by

each model, each evaluation metric used and what scores were obtained, discussion

of the results.

6. Chapter 6 ­ Conclusion ­ It presents the conclusion of the project, contributions

and achievements that the project has generated.
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Chapter 2

Background and RelatedWorks

2.1 Introduction

This chapter details themain concepts and relatedwork for understanding anddeveloping

a predictive model of turnover rate. All topics have been covered in a systematic order so

that there is a better understanding of how the problem is modeled and what factors are

taken into consideration.

1. 2.2 ­ Background ­ All the definitions necessary for a better understanding of this

work are exposed.

2. 2.9 ­RelatedWork ­ Analyze the different types of strategies that were developed

to solve the problem.

3. 2.10 ­ Conclusion ­ Summary of all the information that was covered in this chap­

ter.

2.2 Background

2.2.1 Machine Learning

What exactly does it mean to learn? With a brief answer we can say that learning is the

ability to change with the external stimuli and also remember the experiences we have

acquired in the past. Making a parallel, we observe that ML performs precisely this pro­

cess that is able to mimic and even excel over human intelligence, because this powerful

technology is able to learn from the environment around it. Each ML technique aims to

study, design and improve mathematical models that can be trained once or continuously

with data related to a given context.

With the computational power increase and the amount of data that is generated ev­

ery day, ML stands out in several areas and arouses many researchers interest. Those

data are successfully applied in various fields, from pattern recognition, computer vision,

spacecraft engineering, finance, entertainment, computational biology and even biomed­

ical and medical applications. In the second half of the 20th century, machine learning

thrived as a subfield of artificial intelligence that involves the development of self­learning

algorithms intending to offer a more efficient way to capture existing knowledge in data

and thus gradually improve the performance of predictive models [Ras15].

ML is a subarea of Computer Science that is concernedwith the construction of algorithms

that, to be useful, depend on a set of some phenomenon examples. These examples can

come from nature, be handmade by humans, or generated from another algorithm. The
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termML can be defined as computational methods that aim to use experience to improve

performance or to make accurate predictions. In this case, experience is related to infor­

mation about the past, which is often electronic data, whose size and quality are of great

importance for the predictions rate of success that the algorithms will make. ML seeks to

solve a practical problem by gathering a set of data and thereby constructing a statistical

model through algorithms [Bur19].

2.2.1.1 The three different types of Machine Learning

The taxonomy or way of organizing ML algorithms can be divided into three different

learning styles, as following: supervised learning, unsupervised learning and reinforce­

ment learning. In Figure 2.1 the three different types of learning are presented.

?

Supervised Learning 

? ?

Unsupervised Learning 
 Reinforcement learning

Figure 2.1: Types of Machine Learning.

2.2.1.2 Supervised Learning

This type of learning tries to predict a dependent variable from a list of independent vari­

ables. One of its basic characteristics is that the data used to carry out the training con­

tains the desired response, that is, it contains the dependent variable resulting from the

observed independent variables [Bur19].

2.2.1.3 Unsupervised Learning

This type of problem only operates with input data, with no outputs or target variables.

In general, unsupervised learning seeks to find a more informative representation of the

data, condensing information into more relevant points and density estimation that in­

volves summarizing the data distribution [Bur19].

2.2.1.4 Reinforcement Learning

In this type of learning, the machine tries to learn the best action to be taken. The agent

learns to achieve a goal in anuncertain andpotentially complex environment, an approach

that takes this uncertainty into account is desirable, and thus be able to incorporate any

changes in the environment of the best decision­making process. Basically the computer

uses trial and error to find a solution to the problem. In this process, artificial intelligence
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receives rewards or penalties for the actions it performs. The goal is to maximize the total

reward [SB18].

2.3 Feature Scaling

There are different approaches to rescale values to a desired range. One of the most com­

mon ways for data normalization is standard scale. This technique assumes that the data

is normally distributed within each feature and scales it so that its distribution has amean

value of zero and a standard deviation of one. The mean and standard deviation are cal­

culated for the feature and then the feature is scaled based na seguinte formula. Onde µ

= mean and σ = Standard Deviation.

xnew =
x− µ

σ
(2.1)

2.4 Label Encoding

In machine learning, one commonly deals with data sets that contain multiple labels in

one or more columns. These labels can be in the form of words or numbers. Label encod­

ing is the process of transforming non­numeric values into numeric values. This is done

because ML models require all input and output variables to be numeric. Machine learn­

ing algorithms decide the best way these labels are to be operated. So, this is an important

step for the structured dataset in supervised learning [ZC18].

2.4.1 One Hot Encoding

For categorical­type variables, between which there is no ordinal relationship, the en­

tire coding may not be enough, and causes the model to get misleading results with poor

performance. The algorithm takes the variable with the nominal values and divides the

column describing the attribute into multiple columns, assigning a binary value of 1 (one)

or 0 (zero) to those columns. The number of divisions depends on the cardinality char­

acteristic. One hot encoding makes training data more useful and expressive and can be

easily resized [ZC18].

2.5 Overfitting and Underfitting

Overfitting is related to amodel that fits verywell to training data. Overfitting occurswhen

a model learns the details and noise in the training data, to the extent that it negatively

affects the model’s performance with new data. Noises and fluctuations in data become

concepts learned by the model. The problem is that these concepts fail to apply to new

data and negatively impact the model’s ability to generalize. Underfitting occurs when
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the model cannot reach a certain complexity and it is not able to model the training data

or generalize the new data [Lau20].

In Figure 2.2 there is a demonstration of how this problem is characterized in practice.
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Figure 2.2: Showing the phenomena of underfit and overfit.

2.6 Data Preprocessing and Model Optimization

Data pre­processing is one of the fundamental parts in the process of creating an ML

model. In this step, a set of data mining techniques is applied that involves the transfor­

mation of raw data into an understandable format. Pre­processing has a considerable im­

pact on the model generalization performance and on improving the model understand­

ability. This technique encompasses removing inconsistencies and converting raw data

into meaningful information that can be efficiently managed. It is extremely important to

remove null or missing values from the dataset and check them against unbalanced class

distributions, which is a problem inherent in data extraction [GFH09].

2.6.1 Data Cleaning, Nomalization, and Transformation

This phase is crucial to reduce data dimensionality. As the dimension increases, more

time and computational power are required. There are two approaches that can be im­

plemented: filtering and packaging. Filtering is related to noise removal (outliers), words

with orthographic errors, duplicate values or non logical data (ex: client with 100 years of

loyalty time). Packaging focuses more on data qualification, by detecting and removing

incorrect labels [VDA16].

The goal of normalization is to transform the resources on a similar scale. This step im­

proves the training model performance and stability. It is essential for many machine

learning algorithms such as KNN to avoid conflicting values in relation to values that are

on different scales [AH01].

Transformation or feature construction is a process by which a set of new features is cre­

ated. Through feature extraction it is possible to create new feature variations. Assuming

the original set consists of B1, B2, ...Bn features, these variants can be defined below.

Feature construction is the process of discovering missing information about the rela­

tionship between features by creating additional features [Tho92, LM98, WM94]. After
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feature construction,there may be additionalm features Bn+1, Bn+2, ...Bn+m.

2.6.2 Missing Data

Often the data that is used to create an ML model has missing values, this is a reflection

of the confusion of real world data. Missing data is one of the most common sources of

code errors and the reason for most exception handling. One method to fix this problem

is to delete the instance that contains missing data, which often leads to data loss, and

also a reduction in the amount of available data. Missing values might be filled with some

estimated value. These values can be derived from similar cases using statistical methods

or machine learning [ZHL12].

2.6.3 Sampling

Often in the CCP problem, there is a phenomenon called class imbalance. When an ML

classifier is used with an imbalanced class distribution, failures such as inappropriate rat­

ing metrics, missing data, data fragmentation, low generalization rate and deceptively

optimistic performance can occur. This is because manyML algorithms rely on the distri­

bution of classes from the training dataset to assess the probability of observing examples

in each class when the model is used to make predictions [PXBJ13]. Data sampling has

a set of techniques with approaches aimed at specific problems when it comes to imbal­

anced data. Sampling and resampling methods can handle imbalanced learning directly

because they are simple to be understood and implemented, and once applied to trans­

form the training dataset, a set of standard ML algorithms can be used directly [PXBJ13].

2.6.4 Feature and Variable Selection

According to Ockham’s Razor principles, the less complex an ML model, the more likely

that a good empirical result is not just due to the sample peculiarities [RF99]. Based

on this principle, feature selection aims to reduce the model complexity. The goal is for

the model to be straightforward and economical in its calculations, with very little or no

degradation in predictive accuracy. In building anMLmodel it’s vital to incorporate solely

the foremost important and helpful variables, as this can be a technique to cut backmodel

complexity. Feature choice has three different kinds of strategies Filterin,Wrappermeth­

ods and Embedded methods [ZC18].

In Figure 2.3 below, the hierarchy of feature selection techniques is presented.
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Figure 2.3: Diagram of Feature Selection Techniques.

• Filtering techniques are part of preprocessing the data to remove features that are

unlikely to be useful to the model, and are usually the first step in any feature selec­

tion pipeline. Most filter methods calculate a score for all features and then select

the features with the highest scores. In this technique it is common to use statistical

measures of the correlation type between input and output variables [ZC18].

• Wrapper methods use algorithms to go through possible subsets of features and

thus seek to maximize classification performance. This method follows a greedy re­

search approach, evaluating all possible combinations of features against the eval­

uation criteria. This criterion is the performance measure that depends on the type

of problem to be solved. A practical example of this method is (RFE), which selects

features by recursively considering smaller and smaller sets of features. This is an

efficient approach for eliminating features from a training dataset for the feature

selection [KJ+13].

• Embedded methods combine the qualities of filter and wrapper methods. They are

implemented by the algorithms that have integrated feature selection techniques.

Examples of this method are tree­based models such as decision tree and Random

Forest, which are well­established algorithms that already perform this process in­

ternally. This method has some advantages in being faster because it reclassifies

different subsets and incorporates feature selection into the training process and it

is much less subject to excessive tweaking [ZC18].
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2.6.5 Hyperparameter Optimization

ManyMLmodels have parameters that can be tuned before training starts, such as size of

the hashing space, number of decisions trees and their depth, kernel, etc. These parame­

ters are known as hyperparameters and if well used can make MLmodels get an effective

performance based on a chosen criterion, such as accuracy or recall rate. Hyperparameter

searches can be done manually or automatically. Automatic search outperforms manual

search as it has benefits such as speed and reproducibility [CDM15]. Defining the optimal

values for hyperparameters can be a challenging and resource­intensive task. So there

are some strategies to automatically optimize hyperparameters, which are: grid search,

random search, Bayesian optimization, gradient based optimization, and others. Grid

search is an adjustment technique that intends to calculate the ideal values of hyperpa­

rameters. In this technique, an exhaustive search is carried out on all possible parameter

values specific to a model. Furthermore, this technique is able to save time, effort and re­

sources [FH19]. Another well­known way to perform the optimization is random search.

This is a technique that makes random combinations of hyperparameters to find the best

solution for the built model. Despite being similar to grid search, comparatively random

search is able to produce better results. A disadvantage of this technique is the large vari­

ation in the computation of results, as the selection of parameters is completely random

and consequently there may be some hyperparameter that affects the performance of the

classification model [BB12].

2.7 DataMining andMachine LearningMechanisms in the

Operators’ Business

Daily, a large amount of data is generated and processed by telecom operators’ systems.

Much of this data can generate relevant knowledge for monitoring operational indicators

of the operators’ business, often using data mining and machine learning mechanisms

to generate relevant information from this data and identify important patterns for the

business. As described in [Wei05], there are three fundamental types of data for telecom­

munications operators that can generate important knowledge for them: data related to

call detail records, network performance, and consumer information. However, acquiring

knowledge through this data is not always easy, since: (i) operator databases can contain

billions of records; (ii) there are events that rarely occur and are difficult to predict, such as

fraud or network failures; (iii)many of the events associatedwith operators that need to be

detected (fraud, again) occur in real time, making it difficult to apply Data Mining mech­

anisms; and, (iv) some of the data acquired is not initially found prepared for mining,

requiring pre­processing. Data mining mechanisms are also used to improve sales and

marketing services in the telecommunications field, as shown in [EOUD17]. In this work,

the authors used data related to sales of products or services rendered by Nigerian oper­

ators between the years 2008 and 2015, and the sales of airtime credit services, balance

recharges and SIM card sales during this period were analyzed. In order to predict the

sales rate of each product/service in the following years (23 years). However, and despite
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presenting practical results for the period between2008and2015, sales forecastswere not

very easy to be identified. Churn prediction in telecommunications operators is explored

in other works found in the academic literature, such as in works [MA16, YRS, QRQ+13].

In these works, a study was made about the most adequate data mining and machine

learning algorithms to predict the churn of operators’ customers: in [MA16] the predic­

tion models were developed using the CN2 algorithms, decision trees and Naïve Bayes,

obtaining a better precision for the CN2 algorithm; in [YRS], the algorithms KNN, Naïve

Bayes, Random Forest, AdaBoost and ANN were used to obtain a better precision for the

churn calculation through the Random Forest algorithm; in [QRQ+13], a study of some

machine learning algorithms to calculate the churn of operators’ customers was demon­

strated, namely through linear regressions, logistic regressions, artificial neural networks,

kmeans clustering, and decision trees. Data from 106,000 customers were used over 3

months, with the best results obtained through decision trees (Exhaustive CHAID algo­

rithm). In this work, a data resampling process was used to solve the unbalanced classes

problem (large percentage of non churners vs small percentage of churners) which led

to an ineffective calculation of the probability of a client being able or not to become a

churner. However, two issues could be highlighted after analyzing these works: the effec­

tiveness or the data mining and machine learning algorithms accuracy degree to be used

to predict the churn of carrier customers varies depending on the number of records to be

considered and the attributes chosen; and most studies carried out on the churn of oper­

ators’ customers only consider the possible abandonment of customers, not considering

the reasons for this to happen. Data mining and machine learning mechanisms can also

be used to detect fraud from carrier customers. An example is given in [KNN16], where a

fraud detection system for the telecommunications sector using artificial neural networks

was conceptualized. More precisely, this work was focused on detecting fraud in subscrip­

tion to services by analyzing different subscribers information, such as name, age, gender,

registration period, subscription type and amount of mobile data used. For this purpose,

it was necessary to collect data, pre­process them, build the neural network, train the

model, and test its performance. In the end, an accuracy of around 85% was obtained.

However, the number of records considered was relatively low (1000) and the customer

indicators used were limited. In [Hil12] a fraud detection technique in the telecommu­

nications area was described using data mining mechanisms exclusively on customer be­

havioral data, not invading their privacy when accessing their personal data (eg location).

Neural networks, decision trees and agglomerative clustering were used, and a better per­

formance was obtained with the use of neural networks. However, they did not allow the

discriminative characteristics to be accessed. Additionally, the author of thiswork empha­

sized that the use of information from social networks could be useful for the definition

of different customer profiles. This consumer profiling turned out to be important for

discovering other factors that negatively influence the business, such as bad debt. In this

sense, in [MC13], a model for predicting the insolvency of telecommunications operators

customers was presented, based on the behavior analysis typically presented by insolvent

customers before the deadline for debts payment. The authors of this work developed
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this model based on the Fuzzy Logic methodology, segmenting customers into insolvent

or non­insolvent depending on the result returned by the analysis of the customers’ per­

sonal data and customer account data (time in call, purchased services, previously failed

payments, etc). In order to classify customers into solvent or insolvent, the authors used

three distinct algorithms: neural networks, decision trees, and Naïve–Bayes, having ob­

tained similar precisions for the three, but slightly better for the case of neural networks.

As it was possible to analyze in the state of the art, the data mining and machine learn­

ing mechanisms were currently used to identify fraud, predict customer abandonment

(churn), analyze bad debt situations, and segment customers into different profiles at the

operators. However, some questions arose, including the type of data to be used to carry

out consumer profiling, as the use of personal customer data may violate some existing

privacy rules. Still, the single and exclusive use of customer behavioral data proved to be

insufficient to obtain accurate consumer profiling. Additionally, the identified churn pre­

diction models did not contemplate the reason for such an event to take place, thus not

providing a sufficiently logical analysis of it. Through the analysis we carried out, it was

also possible to verify that there was no single system that performs consumer profiling

in order to simultaneously obtain churn forecast models, bad debt forecast, loan supply

(airtime credit) and product supply/custom services in a single tool, so there is room to

innovate in this field.

2.8 Algorithms

This section presents brief concepts about machine learning models that can be used to

solve the churn prediction classification problem.

2.8.1 Random Forest

Random Forest is a versatile model to solve classification and regression problems. The

algorithm consists of a large number of individual decision trees operating as a set. The

model trains several non­correlated decision trees and makes predictions using the most

repeated results in case of a classification problem, or the mean of the values obtained

in case of regression. This model has reduced variance which implies more consistent

results, and consequently, a more robust model [Bre01].

In theFigure 2.4 belowwehave an illustration of how theRandomForest algorithmworks.
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Figure 2.4: Schematic structural of the Random Forest model.

2.8.2 SVM

Support Vector Machine can be used to solve classification and regression problems. The

purpose of the support vectors algorithm is to find a hyperplane in a N­dimensional space

that ranks the data points distinctly. The support vector machine divides the forecast into

two parts, +1, which is the right side of the hyperplane, and ­1, which is the left side of the

hyperplane [ZLL+05].

X2

X1

X2

X1

Maxim
um


margin

Optimal Hyperplane

Figure 2.5: Schematic structural of the Support Vector Machine (SVM).

2.8.3 Decision Trees

Decision trees aremodelswith great popularity, being easy to be trained and interpreted [Sab18].

The tree structure is similar to a flowchart where an internal node represents the attribute,

each branch represents a decision rule, and each leaf node represents the result. The node

at the top is known as the root node that will split records into two or more nodes. The

ramifications that exists between nodes represents the rating rules that can be described

with If­Then­Else rules. This type of model can be applied to categorical or continuous
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data, and the results of their forecasts are reasonably satisfactory, but are prone to over­

fitting [SZ06].

Figure 2.6: Schematic structural of the Decision Tree Classifier.

2.8.4 Logistic Regression

Logistic regression (LR) is mainly used to investigate and estimate how the dependent

variables are related to the independent variable. In the logistic regression, the dependent

variable has only two categories. The occurrence of an event is characterized as ”1” and the

absence as ”0” [Sab18]. For this reason, this model is commonly used to address binary

classification problems, such as the churn rate prediction [Kar98].
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Y=0
X - Axis

Figure 2.7: Schematic structural of the Logistic Regression Classifier.
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2.8.5 K­Nearest Neighbor (KNN)

KNN is one of the most famous supervised learning algorithms and can be used to solve

classification and regression problems. Its learning is information­based or memory­

based, where new instances are labeled based on previous instances, and then, stored

in memory [Sab18]. KNN works using the distances between the data points to sort the

records, where euclidean distance is often used. This model can find several neighbors,

with the number of neighbors being given by K. The minimum value of K is 1, meaning

that at least one neighbormust be used for prediction. Themaximum value is the number

of data points that exit, which means using all neighbors. The value of K is defined at the

time of implementation of the model [BGM+20b].

X1

X2

K=3

K=6

Class A
Class B

Figure 2.8: Schematic structural of the K­Nearest Neighbor (KNN).

2.8.6 XGBoost Classifier

XGBoost ­ Xtreme Gradient Boosting ­ is an implementation of decision trees with a gra­

dient increase designed for improving speed and performance. It is considered one of the

most powerful algorithms for its scalability capacity, which drives fast learning through

parallel and distributed computing, offering efficient memory usage. The learning set

consists of a collection of several predictors to provide better prediction accuracy. In this

technique, errors committed by previous models are corrected by successive models by

iteratively adapting the weights of the models [Reg21].
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Figure 2.9: Schematic structural of the XGBoot.

2.8.7 Adaboost

AdaBoost ­ Adaptive Boosting ­ is a boosting technique that combinesweak classifiers into

a single strong classifier. Adaboost commonly uses decision trees as weak learners. The

output of the weak learners is combined into a weighted sum representing the final output

of the optimized classifier. Adaboost uses previous results and, checks their flaws and

impulses adjustments in favour of the incorrectly classified instances. In short, AdaBoost

reintroduces the algorithm iteratively, choosing the training set based on the accuracy of

the previous training [Sch13].

Dataset
Balanced

dataset

Weak learner One   Weak learner two

Strong learner  

Figure 2.10: Schematic structural of the AdaBoost.
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2.8.8 Catboost

CatBoost is a decision tree algorithm based on gradient increase. It is considered a sim­

ple algorithm to be implemented and it is very powerful. The model is able to provide

excellent results on its first run. One of the considerable advances in CatBoost is that it

already includes some of the most commonly used pre­processing methods (e.g., auto­

matic encoding, coding labels), reducing the need of using these techniques to prepare

data for training [PGV+17]. CatBoost implements symmetrical trees, which ensures a

smaller prediction time.

Figure 2.11: Schematic structural of the CatBoost.

2.8.9 LightGBM Classifier

Oneof themain goals of LightGBM is to speedup trainingwhilemaintainingXGBoost­like

performance. For this to happen, optimizations are performed during the tree building

process. LightGBM stands out for the speed of its training, good accuracy with default

parameters, lowmemory consumption and its ability to handle large datasets. The classi­

fier also presents a large set of hyperparameters that are used to adjust the model. In the

Figure 2.12 below we have the leaf­wise tree growth approach which is used at each level

of the tree construction, only one side of the tree gets deeper. So at each level we have a

smaller amount of residues to consider in order to find the threshold that maximizes the

gain, in this step there is also the acceleration of the training process [sph21].

Figure 2.12: Schematic structural of the LightGBM Classifier.
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2.8.10 Naive Bayes

Naive Bayes (NB) is a statistical classification technique based on the Bayes theorem. NB

estimates the likelihood of an event happening based on knowledge of the variables asso­

ciated with it. It is one of the simplest supervised learning algorithms. The Naive Bayes

classifier is a fast, accurate and reliable algorithm. In this algorithm, the variables are as­

sumed to be independent, since the presence/absence of a characteristic is not related to

the presence/absence of any other characteristic [URM+19].

Figure 2.13: Schematic structural of the Naive Bayes Classifier.

2.9 RelatedWork

Churn predictionwas addressed in the literature usingmultiple techniques, includingma­

chine learning, data mining and hybridmethodologies. These techniques help companies

to identify, predict and retain customers, while assisting customer relationship manage­

ment (CRM). This section describes the state­of­the­art works devised for churn predic­

tion in the telecommunications sector.

Bhawna Nigam et al. [BN19] used deep neural networks to fit the data using various

hierarchies of concepts, allowing to increase the performance of the built models. The

model was trained using the K­Fold cross­validation technique. Thus, the model was able

to achieve 85% of the churners that are correctly planned as churn customers [BN19].

In [AJA19] the authors applied tree­based algorithms for forecasting customer churn,

namely, decision trees, random forest, generalized boostedmodels (GBM) tree algorithm,

and XGBoost. The comparison among these algorithms showed that XGBoost model per­

formed better than others regarding AUC accuracy. Sahar F. [Sab18] held a comparative

study among ten algorithms belonging to different machine learning categories. The cho­

sen algorithms included discriminatory analysis, decision trees, learning based on exam­

ples (K­nearest neighbors), support vector machines, logistic regression, set­based learn­

ing techniques such asRandomForest, AdaBoosting Trees and StochasticGradient Boost­

ing, Naive Bayes, and multi­layer perceptron. According to the author’s results, the mod­

19



els that obtained better results were Random Forest and AdaBoosting which presented

the same accuracy (96%), and the multi­layer perceptron techniques and support vec­

tor machines with 94% precision. In [URM+19] the authors proposed a churn forecasting

model that uses classification and grouping techniques to identify potential churners. The

model also provides some factors behind customer churning in the telecommunications

sector. The authors first classify churn customer data using common ranking algorithms.

The RandomForest algorithm (RF) used correctly identified 88.63% of the instances. The

churn prediction model proposed by the authors was evaluated through metrics, such as

accuracy, recall, f­score and receiver operating characteristic (ROC).

Horia Beleiu et al. [BTB16] adopted three machine learning approaches for customer

churn forecasting: neural networks, support vector machine and bayesian networks. On

the features selection process, the principal component analysis (PCA) was considered

to reduce the dimensionality of the data. However, the features selection process can be

improved using an optimization algorithm that increases the classification accuracy. For

performance evaluation, gain measure and ROC curve were used. Anurag Bhatnagar et

al. [BS19] used two machine learning models (KNN and logistic regression). The authors

used the confusion matrix to evaluate their results. By comparing the classification mod­

els, the best result was obtained by the KNN with 88.5%, followed by the logistic regres­

sionmodel, which obtained an 86.5% precision. In [AMR17] two different dimensionality

reduction algorithms were proposed: correlation­based features (CFs) and information

gain (IG). Also, three classification models were used, namely Bayesian Networks, Sim­

ple Logistic and Decision Table. Experimental results have demonstrated that the classi­

fiers performance improved when reducing the number of client churn dataset features.

[AMR17].

In [JKS20] the authors implemented two machine learning techniques that were logis­

tic regression and LogitBoost. By observing the results, the authors concluded that there

was not much difference in the results returned by both techniques, since logistic regres­

sion and LogitBoost had an accuracy of around 85%. In [LMCS21] the author uses the

gravitational search algorithm as a feature selection technique. The author chooses mod­

els known in the literature and evaluates the results through the AUC curve and confu­

sionmatrix. Ensemblemethods obtained satisfactory results when compared to the other

models that were used. The highest AUC score was 84% and it was achieved by the Ad­

aBoost classifier and the XGBoost classifier, which outperformed the other models. In

[DCCDB18], the authors implemented a new hybrid algorithm called Logit Leaf Model

(LLM) for customer churn forecasting. This new hybrid approach is compared with de­

cision trees, logistic regression, random forest and logistic model trees with respect to

predictive and comprehensibility performance. The proposed LLM model offers an un­

derstandable method with benefits in relation to the action capacity of the model, which

is its main advantage over the logistics model trees and random forests.

Table 2.1 summarizes the most recent works on churn rate prediction, where it can be

observed that the simplicity of a model makes all the difference when it comes to good

results, despite the different Machine Learning techniques that were applied. Based on
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the analysis of the different results obtained in the related work, it was possible to con­

clude that most authors have opted to use the most popular classification techniques of

supervised learning.

Table 2.1: Summary of Literature Review

Authors Year What?
Techniques
Used

Dataset
Evaluation and
validation

Bhawna Nigam,
Himanshu Dugar,
Niranjanamurthy M

2019

We used the h2o
package in R
to build the artificial
neural network and
predict the turnover

H20
Deep neural
network (DNN)
Cross validation
Regularization

Telecom churn
Data set

Confusion
Matrix,
AUC
accuracy

Ahmad,
Abdelrahim K.
Jafar, Assef
Aljoumaa, Kadan

2019

The model
developed in this
work uses machine
learning techniques
on big data
platform and build
a new way of features
engineering
and selection.

Decision Tree,
Random Forest,
Gradient Boosted
Machine Tree
Extreme Gradient
Boosting
“XGBOOST”

Data provided
by SyriaTel
telecom
company

AUC

Ullah, Irfan
Raza, Basit
Malik, Ahmad K.
Imran, Muhammad
Islam, Saif Ul
Kim, Sung Won

2019

Feature selection is
performed using
information gain and
correlation attribute
classification filter.
The proposed
model first classifies
churn customer data
using classification
algorithms.

Random Tree (RT),
J48, Random Forest,
Decision Stump,
AdaboostM1
Decision Stump,
Bagging
Random Tree,
Naïve Bayes,
Multilayer
Perceptron,
Logistic Regression,
IBK and LWL

Uses two sets
of churn­bigml
and South
Asian telecom
data

Accuracy,
TP rate,
Recall
FP rate,
precision,
F­measure,
ROC Area

A. Bhatnagar
S. Srivastava

2019

Performance analysis
between the KNN and
Logistic Regression
models

KNN and Logistic
Regression

Data from a
telecom
company

Confusion
Matrix,
accuracy

Jain, Hemlata
Khunteta,
Ajay S.
Sumit

2020

Perfomance analysis
between the Logistic
regression and
Logit Boost

Logistic regression
Logit Boost

Used Orange
Data set

TP Rate,
FP Rate,
precison,
Recall,
accuracy
F­measure,
ROC Area,
PRC Area

2.10 Conclusion

This chapter discussed themain concepts related tomachine learning that are used in this

research and also concepts that are involved in the process of building and developing a

predictive model of churn rate. The relevance of using data mining and machine learning

to solve problems of this type is explained in Section 2.7. A brief description was made of

the classifiers commonly used in machine learning was provided, along with a graphical

explation of them. In the related work was made a summary of the main related works

and the different types of approaches that can be used to solve this type of problem.
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Chapter 3

Proposed Method for Developing the Churn
Prediction Model

3.1 Introduction

This chapter presents the methodology used to create the machine learning model which

was one of the extremely important factors in conducting this study. It also presents

graphs of extracted data that generated relevant insights for the realization of this model.

1. 3.2 ­ Data preprocessing ­ Reports all the important steps that were carried out

before the model was built.

2. 3.3 ­Model evaluation ­ Presents the main methods, namely Confusion Matrix,

Cross­validation and AUCROC curve that are used to evaluate the models that were

developed in this study.

3. 3.4 ­Conclusion ­ Summary of all the points that have been covered in this chapter.

3.2 Data preprocessing

As described in section 2 data processing has a number of techniques that are used to

transform and clean data in a useful and efficient manner. As well as being a powerful

technique for visualising data and solving potential problems.

3.2.1 Method Overview

The pipeline of the proposed approach is illustrated in Figure 3.1. First, the data is pre­

processed, including data filtering, outlier removal, data normalization, data balancing

and removal of unnecessary features.

In the normalization process, a function called tenure is created, which sorts the time that

each client is in the service. After performing pre­processing, the data is divided into two

parts, one for training and one for testing. Then, different sorting algorithms are applied

to categorize customers such as churners or non­churners. The rating algorithms used are

Random Forest, Decision Tree, AdaBoost, KNN, XGBoost, Naive Bayes, LGBMClassifier,

CatBoost, SVM, Logistic Regression. In this stage, it is also possible to analyze the features

that are considered with a greater degree of relevance to the model.
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Output

Figure 3.1: Architecture of the proposed customer churn detection approach.

3.2.2 Data description:

Understanding why customers stop purchasing a service is essential for a business to re­

main healthy, profitable and successful. To develop the customer churn model a dataset

originally made available on the IBM Developer learning platform was used. The study

classifies which customers will leave as ”1” and which will not as ”0”. The CCP can be ex­

amined based on the company’s systematic customer history. The dataset is composed of

21 features, 16 of them are categorical and 5 are numeric, as described in Table 3.1.

Table 3.1: Features and their types

Features Types
Customer id numeric
Gender categorical
Senior citizen numeric
Dependents categorial
tenure numeric
Partner categorial
Phone Service categorial
Multiple line categorial
Internet service categorial
Online security categorial
Device protection categorial
Tech suport categorial
Streaming Tv categorial
Contract categorial
Paperless biling categorial
Payment method categorial
Monthly charges numeric
Total Charges numeric
Churn categorial

As we can see there are features that can be explored further in order to gain significant

insights that help in the understanding and construction of the models.
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3.2.3 Feature Analysis ­ EDA

EDA consists in understanding how the data set is distributed in order to perform an in­

depth investigation of it with the aim of detecting anomalies, testing some hypotheses and

verifying some assumptions with the help of historiograms, graphs, among other means

[VDA16]. The aim is to make more sense of the data before building the model. For the

data analysis, the following libraries were used:

• Pandas­ open source library, flexible, easy to use andwith high performance power.

Popularly used for data analysis for Python programming language [Pan21].

• Numpy ­ very important package for scientific computing in Python. The library

provides a multidimensional array object and a variety of fast operations such as:

logic, selection, arrays, basic statistical operations, random simulation and among

other operations [Num21].

• Matplotlib ­ is a powerful library for making 2D matrix graphics in Python. The

library is able to create simple plots with just a few commands, or just one. Great for

data analysis and visualization. The tool can interact with complex data structure,

interacting with database and service pains http [IT21].

• Seaborn ­ is a Python data visualization library based on Matplotlib. Its distin­

guishing feature is its high­level interface for designing attractive and informative

statistical graphs. The tool aids in data exploration, understanding and visualiza­

tion. The plotting functions operate on dataframes and matrices containing entire

datasets. Its declarative and dataset­oriented API allows for a more versatile and

easy­to­understand graph [Pyd].

• Missingno ­ Python library that assists in the process of identifying missing values

through informative graphs [Ale21].

3.2.3.1 Distribution analysis of costumer churn dataset different attributes.

Regarding the gender turnover rate, female customers aremore likely to commit turnover

than male customers, but the difference is minimal, approximately (±0.8%).

25



Gender

Male Female

Figure 3.2: Gender.

Figure 3.3 depicts the three types of Internet services where it can be observed that the

most used service is Fiber optic, and then DSL service.

Internet Service 

Figure 3.3: Internet Service.

Figure 3.4 the contract types are provided, where it can be observed that shorter contracts

have a higher churn rate. Most customers must have a prepaid connection with the tele­

com operator.
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Type of Contract 

Figure 3.4: Types of Contract.

To analyse the maximum time a customer adheres to the service before churn, a time

range function was created with intervals based on the number of months. As can be seen

in Figure 3.5, most customers have contracts for up to one year.

Tenure

Figure 3.5: Customer Timeframe.

Figure 3.6 describes the form of payment used by clients, where it can be observed that

customers prefer to pay their bills electronically, followed by check, wire transfer, and

credit card payments.
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Form of Payment

Figure 3.6: Payment methods.

Figure 3.7 depicts provides illustrates a distribution of positive (churn) and negative (non­

churn) samples over the total charges provided in Figure (a). The same distribution is

provided over monthly customer charges in Figure (b).

Distribution of total charges by churn Distribution of monthly charges by churn

Figure 3.7: Distrubution of Total Charge and Monthly charge values.

Figure 3.8 there is the correlation matrix which is commonly used in building MLmodels

to represent the correlation between different variables. In the figure below we have the

heat map that was created to understand the linear relationship between the different

variables in the churn rate dataset.
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Figure 3.8: Correlation Heatmap for churn rate dataset.

Figure 3.9 we have the features that were classified in an importance ranking for churn

prediction. This method was used to know which features are more relevant to the con­

struction of the model.
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Figure 3.9: Feature Importance.

3.2.4 Feature Engineering

Feature Engineering is a component of pre­processing that consists of transforming raw

data into useful data so that algorithms can interpret the data effectively. This process in­

volves the selection, construction, transformation and extraction of features and all meth­

ods are applied according to the type of problem that is intended to be solved and also vary

according to the different types of algorithms.

3.2.4.1 Outliers

The verification of outliers in data is an essential process, because it is through thismethod

that it is possible to identify a data that is outside the global pattern of a distribution, i.e.,

a value that escapes normality. Identifying these values ensures that the performance of

the models created are not affected. The interquartile range calculation was applied to

the Churn rate dataset. The features analysed were the numerical ones, namely Monthly­

Charges and TotalCharges. MothlyCharges represents the amount paid monthly by each

customer. TotalCharges represents the total amount that has already been paid by a re­

spective customer. In Figure 3.10 it is possible to observe that the applied calculation did

not find outliers in the studied data set.
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(a) (b)

Figure 3.10: Checking Outliers.

3.2.4.2 Missing Data

This is one of the mandatory steps in the process of data analysis, it directly influences

the performance of MLmodels. Some algorithms are extremely sensitive to missing data,

so their statistical power may be reduced and the results may present biased estimates.

Therefore, it is important to pay attention to missing data in the design and execution of

the data study. In Figure 3.11 we have the analysis of missing data that was performed on

the Churn Prediction data set. As can be seen, the data set has no missing values, so it is

not necessary to implement any imputation date technique.

Figure 3.11: Checking for missing data in churn prediction.

3.2.4.3 Data Normalization

The normalization stage helps in the algorithm learning process speed, and consequently

makes it present a better performance. In order to avoid that data were in different scales

and that results were biased to variables with higher order of magnitude, normalization

was applied to features Tenure, Monthly Charges and Total Charges. The method applied

was the average normalisation that reduces the numerical value in a scale between ­1.5
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and 1.5.

3.2.4.4 Label Encoding

As it was verified, most of the data are of categorical type. The label encoding is responsi­

ble for transforming categories into numbers so that the algorithms can understand them.

In Figure 3.12 we have the transformation that was performed on the data before build­

ing the ML models. This method was not applied for the features CustomerID, tenure,

MonthlyCharges and TotalCharges.

Figure 3.12: Label Encoding applied to the dataset.

3.2.4.5 Imbalanced data

In Figure 3.13 we can observe that there is a severe imbalance where the minority data in

the table is the one that informs when there was ”Churn”. And this pattern in the training

data set can influence the algorithms to make mistakes, leading some to ignore the mi­

nority data class altogether. And this becomes a problem taking into consideration that it

is the minority data class that matters in this context. To solve this problem it was used

the RandomUnderSample method that is able to reduce the number of examples of the

majority class in the version of the training data set.
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Churn rate

No Yes

Figure 3.13: Churn Rate dataset.

3.3 Model Evaluation and Hyperparameter Optimization

Model evaluation is a crucial factor as a way to comparemodels, obtain performancemet­

rics, and measure model stability. Models need to be accurate and capable of generali­

sation, i.e. Models are not fitted to a specific data set. This ensures that the model has

captured most of the data patterns, and that underfitting or overfitting is not occurring.

In modeling this problem, hyperparameters are used to help control the behavior of the

training algorithms and make the ML models to achieve a more significant performance.

3.3.1 Cross­validation

Cross­validation is a technique capable of evaluating the generalisation ability of a model,

from the dataset provided. Thismethod is fundamental in predictivemodelling problems.

It seeks an estimate of how accurate a given model is in practice. Cross­validation max­

imises the number of data used for testing. To achieve this, the steps involved in cross­

validation are: (1) reserve part of the sample; (2) use the remaining dataset and train

the model; and (3) perform the test to the model using the reserved part of the dataset

[Sab18]. Cross­validation is widely used to estimate the true prediction error of models

and to tunemodel parameters. In this method the data are randomly divided into subsets

called folds that are of equal (or nearly equal) sizes. Consecutively, K training and valida­

tion iterations are performed so that within each iteration, a different fold of data is kept

for validation, while the remaining k1 folds are used in the learning process. Table 3.2

presents an example with K=5, where the darker part of the data is used for validation,

while the lighter ones are used for training.
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Table 3.2: 5­fold Cross­validation.

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Example 1
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Example 2
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Example 3
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Example 4
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Example 5

3.3.2 Confusion Matrix

To evaluate the performance of the usedmodels or the churn rate prediction in the testing

dataset, differentmetrics have been used, namely recall, accuracy and f­measure [SJS06].

Through these metrics it is possible to analyze the ability of the predictive models to pre­

dict customer churn correctly [Ras15].

Figure 3.14 provides the confusion matrix which is an MxM matrix that is used to eval­

uate the performance of a classification model, where M is the number of target classes.

Through the confusion matrix, it is possible to get a holistic view of the performance of

classification models and the types of errors they may be making.

Figure 3.14: Confusion Matrix.

To evaluate the model’s performance four criteria are used:

• True positive (TP): When the model is able to correctly predict customers who

are in the termination category.

• True negative (TN):When the model is able to correctly predict customers who

are in the non­dismissal category.

• False positive (FP): The number of customers who are non­churners but the pre­

dictive algorithm has labelled or identified them as churners.

• False negative (FN): The number of customers who are churners but the predic­

tive model has labelled or identified them as non­churners.
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Performance indicators

Recall: It is the proportion of true positive churners, the recall is calculated as following:

recall =
TP

TP + FN
(3.1)

Precision: It is the ratio correct predicted churners, and it is calculated under the fol­

lowing:

precision =
TP

TP + FP
(3.2)

Accuracy: It is ratio of number of all correct predictions, and it is calculated under the

following:

accuracy =
TP + TN

TP + TN + FP + FN
(3.3)

F­measure: It is the harmonic average of precision and recall, and it is calculated under

the following:

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
(3.4)

3.3.3 Receiver Operating Characteristic Curve

Another way to measure performance in classification problems is the AUC ROC curve

which is built on the confusion matrix. ROC is a curve that calculates the probability, the

relationship between TPR and FPR, its benefits and costs. While AUC makes the repre­

sentation of the degree or measure of separability, that is, it tells how much the model is

able to distinguish between the existing classes. Literature explains that the higher the

AUC, the better the model can predict churn and no churn customers for example, be­

cause AUC provides an aggregate measure of performance across all possible classifica­

tion boundaries. As we can see, the ROC curve analysis is a powerful tool to select optimal

models and discard models that do not correspond with the results we seek. In Figure

3.15 it can be seen that the excellent curve is at coordinates (0,1) in the ROC space. In this

case the closer the green line is to 1 in the Y axis, the better the model will be in discrimi­

nating between positive and negative. The point (0,1) is also called ”perfect classification”

[FUW06].
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Figure 3.15: ROC Curves.

3.3.4 Mean Squared Error

TheMSE is a way to analyze the performance of themodels that obtained better predictive

ability. It is called MSE because it is able to find the mean square difference between the

estimated values and what is estimated. The formula for the MSE is shown below:

MSE =
1

n

n∑
i=1

(Yi − Ŷi)
2 (3.5)

Where Ŷi is the predicted value of the samples and Yi is the vector of observed values of

the variable being predicted. In this metric, the closer the score is to 0, the better the

prediction is. The MSE calculation was performed in all models that were developed in

this research.

3.3.5 Hyperparameter Optimization

In ML the term hyperparameter is used to differentiate the parameters of the standard

model. The adjustment of hyperparameters is one of the factors that help to improve the

model and make it possible to obtain a more satisfactory performance of the model. Hy­

perparameter optimization gives us the possibility of building more flexible models with

the possibility of setting different values, and performing the choice of values that test bet­
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ter accuracy. The authors Bergstra, Bardenet, Bengio, and Kégl [BBBK11], presented two

main algorithms that perform searches to optimize hyperparameters, namely grid search

and random grid search. In the research of this thesis, grid search was used. The Grid­

SearchCVmethod is a function that comes in themodel_selection package of Scikit learn.

The method was an essential factor in optimizing the hyperparameters. The systematic

method is able to go through all the parameters that are listed. The main goal was to try

to improve the model in all its possible ways, many attempts and tests were made.

3.4 Conclusion

This chapter presented one of the most important processes in the construction of ML

models. Through EDA, graphics were generated to help understand how categorical and

numerical values are distributed in the dataset and how variables are correlated with each

other and what patterns can be extracted from these data. In feature engineering it was

possible to analyze the data in a deeper way by checking for outliers, missing data, unbal­

anced values and perform the transformation of categorical values into binary values so

that the algorithms follow to obtain a good performance. Another very important point of

this chapter is the methodology used to analyze the results of the models that were built.

Each method has the function of measuring the performance of each model and ensuring

that it is performing the best possible result of accuracy.
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Chapter 4

Building the Churn Rate Models

4.1 Introduction

This chapter covers how the implementation process of the Churn prediction models was

carried out using all the algorithms that were defined in Section 3. A diagram is presented

that demonstrates how the step­by­step of the proposedmodels was built. The section 4.3

defines the most relevant core technologies and libraries that have been used. In section

4.4 the pseudocode of the algorithm that is proposed to build the churn prediction is pre­

sented and the same is applied for all 10 models. A brief definition was made about the

hyperparameters that were defined in the turing with the GridsearchCV method.

1. 4.2 ­Model Proposal ­ Schematic of themodel building process and datasets used.

2. 4.3 ­ Techonologies and Librares ­ A brief summary of all the most relevant

technologies that were used in this study.

3. 4.4 ­ Implementation Details ­ Details of model construction and the hyper pa­

rameters used.

4. 4.5 ­Conclusion ­ Summary of all the points that have been covered in this chapter.

4.2 Model Proposal

In Figure 4.1, we have the explanatory diagram of the steps that were necessary for the

modelling of Churn Prediction, we can observe that in the image the training and test

data were divided 80% and 20% respectively, soon after that the algorithms are trained

with the training data using cross validation, this is done to avoid overfitting the model

and to increase its generalization. The hyperparameter optimization was performed with

the goal of bringing better results to the classifiers. After training the model receives the

test data that is unknown to it, where it will be tested and analyzed how good the model

is through the module evaluation that was mentioned in section 3.3.
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Figure 4.1: Diagram of the proposed model.

4.2.1 Dataset Used

In this researchweused three datasetswith different types of CCP features, the twodatasets

that are presented below are from the Kaggle dataset. On each CCP dataset 10 different

algorithms were implemented and the results of this implementation are presented in

Chapter 5. Table 4.1 has dataset 2 where the features and their types are presented. This

dataset is composed of 21 features and mostly of numeric values, quite different from

dataset 1 where most features are categorical type.

Table 4.1: Dataset 2 Features and their types.

Features Types
State categorial
Account Length numeric
Area Code numeric
Phone numeric
Int’l Plan categorial
VMail Plan categorial
VMail Message numeric
Day Mins numeric
Day Calls numeric
Day Charge numeric
Eve Mins numeric
Eve Calls numeric
Night Mins numeric
Night Calls numeric
Intl Mins numeric
Intl Calls numeric
CustServ Calls numeric
Churn boolean

Table 4.2 has dataset 3 that is composed of 14 features, most of the values in this dataset

are also numeric. It should be noted that in all the datasets the feature engineering process

was implemented, where all the necessary treatments on the data were done, from its
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normalization to the exclusion of features that were not necessary in the modeling.

Table 4.2: Dataset 3 Features and their types.

Features Types
RowNumber numeric
CustomerId numeric
Surname object
CreditScore numeric
Geography object
Gender categorial
Age numeric
Tenure numeric
Balance numeric
NumOfService numeric
HasCrCard numeric
IsActiveMember numeric
EstimatedSalary numeric
Churn numeric

4.3 Techonologies and Librares

The python programming language was used to develop the ML models. The choice of

this language was due to the fact that it is a simple and intuitive language, besides pro­

viding a series of tools that assist in the development of MLmodels. For the development

of predictive models, a virtual environment was created with jupyter notebook, which is

an open source web application. The jupyter notebook can be used for all kinds of data

science tasks, it proved to be very versatile and flexible throughout the process. To build

the models some libraries were used, in this list are the most relevant ones. The most

used was the scikit­learn library for having a range of useful tools for building predictive

models. Below we have the definition of each one.

• XGboost ­ Implements ML algorithms under the Gradient Boosting framework, it

is a library that is designed to be highly efficient, flexible and portable. It is con­

sidered an algorithm that solves data science problems in a fast and accurate way

[xd].

• Catboost ­ is an open source algorithm for gradient boosting on decision trees.

The algorithm is widely used in the construction of predictive models for achieving

a good performance in their predictions.

• LightGBM ­ has a gradient boosting framework that uses tree­based learning al­

gorithms. It has a number of advantages, among them are: lower memory usage,

parallel learning support and is able to handle a large amount of data [Cor].

• Scikit­learn ­ is an open sourceML library for Python programming language. It is

capable of implementing classification algorithms, SVM, gradient boosting, among
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others [OGM]. This was the most used library in this work, both to import algo­

rithms and to report some specific metrics.

• Statistics ­ This module provides specific functions for performing statistical math

calculations with numerical value data [Fou].

• Imblearn.under_sampling ­ This library was used to handle the data with un­

balanced values, it is responsible for doing a random subsampling on the majority

class [GL].

4.4 Implementation Details

To describe inmore detail how the construction of theMLmodels was performed, we have

pseudocode 1 below which presents the procedures used in the implementation. An ex­

haustive search for the best hyperparameters using GridSearchCV was performed. This

was one of the crucial strategies to drive the algorithms to achieve considerable perfor­

mance. Section 5 exposes the influence that this optimization has on the classifiers.

Algorithm 1 Proposed Algorithm for Churn Prediction

1: Classifier labels for test instances
2: The train data­set consisting of input features x and output label y;
3: Predict Labels (churn or non­churn);
4: Procedure
5: Identification of most suitable data using data analysis techniques;
6: Cleaning and filtering (handling null and missing values);
7: Balancing data using random under­sampling;
8: Tuning the use of hyper­parameters using exhaustive search;
9: Application predictive models using Adaboost, Naive Bayes, Random Forest ...
10: Evaluation of the results using confusion matrix, curve AUC and MSE.

InML for each algorithm there is a vast possibility of exploring its hyperparameters, which

give us numerous opportunities to perform optimization in the models and application of

different techniques. In order to convey knowledge about the hyperparameters that were

used in the churn rate modeling, below is a list with a brief description of each of them.

• max_features ­ The number of features to consider when searching for the best

split of a node.

• ccp_alpha­ Cost complexity pruning parameter, can be used to control tree size.

• max_depth­ The maximum depth of the tree. Setting this parameter prevents

overfitting from occurring.

• criterion­ Responsible for determining how the impurity of a division will be mea­

sured.

• max_leaf_nodes­ Sets the best nodes as relative reduction of impurities.
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• random_state ­ Selects a random combination of training and test data.

• n_estimators ­ Number of trees you want to build in the model.

• learning_rate ­ Considered a key hyperparameter, it is responsible for adjusting

the step size of each iteration of the algorithm while moving towards a minimum

value of a loss function.

• num_leaves ­ This parameter is responsible for controlling the complexity of the

mod link, it defines the maximum number of leaves each weak learner has. If this

parameter is set to a high value it may suffer overfitting.

• penalty ­ Defines which type of regularization the algorithm will undergo if it is L1

or L2.

• solve ­ Defines the algorithm that will be used for the model optimization, newton­

cg, lbfgs, liblinear, sag, saga. Each one has a different purpose that varies depend­

ing on the amount of data.

• leaf_size ­ Determines the size of the algorithm and influences its performance.

• n_neighbors ­ Defines the number of neighbors that will be used in the algorithm.

• p ­ Power parameter for the minkowski metric.

• weights ­ Determines the weight function that will be used in the prediction which

are uniform or distance.

• metric ­ In this parameter the distance metric to be used for the tree is defined,

namelyminkowski or chebyshev.

• eval_metric ­ Determines the metric that is used to evaluate the model at each

iteration. Importantly, this parameter does not guide the optimization.

• C ­ Regularization parameter of the algorithm to avoid misclassification of each

training data set.

• gamma ­ Responsible for defining how much curvature we want on a decision

boundary.

• kernel ­ Determines what type of kernel will be used by the algorithm.

• var_smothing ­ Determines the float value that will be used to calculate the largest

variations for each feature and add it to the stability calculation variation [Pyt].

• n_jobs­ Determines whether parallel jobs should be allowed. If assigned the value

1, no parallel jobs are used, if set to 1, all CPUs are used.
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4.5 Conclusion

This chapter covered the entire process of building themachine learningmodels, exposing

the model scheme, talking about how the data were divided, and about the optimization

that was performed using the hyperparameters that exist in the algorithms, precisely to

help us build effective and simple models. The additional datasets present in the tables

(4.1, 4.2) were used as a way to obtain more concise results about the models that were

built and also as a way to generate a certain degree of comparison in how the models

behave with different types of data. Technologies and libraries that are constantly used

by data scientists seeking to solve supervised learning type problems were used. After an

exhaustive search for the optimization of the models, searches were performed on each

algorithm and then hyperparameters that aim to significantly improve their performance

were chosen.
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Chapter 5

Results and Discussion

5.1 Introduction

In this chapter, we provide the results and discussions about the performance of themod­

els with and without the optimization of the hyperparameters on the three datasets that

were detailed in this research. The final results are obtained using the, such as accuracy,

precision, recall and f1­score of each model. It also contains details about which values

were assigned to the hyrperparameters that each algorithm received. Results of the curve

of AUC, MSE and discussion about the performance that the models obtained.

1. 5.2 ­Model Result ­ Performance results of the 10 models that were implemented

with and without hyperparameters.

2. 5.3 ­AUCCurve andMSEResults ­ The graphs of the AUC that the models were

able to achieve and the MSE values of each prediction are displayed.

3. 5.5 ­Discussion ­ The results are compared with each other and with the datasets

that were used.

4. 5.6 ­Conclusion ­ Summary of all the points that have been covered in this chapter.

5.2 Model Result

After the three datasets that were referenced in this research have gone through all the

procedures mentioned in the 3 and 4 section, the datasets are fitted to each model with

its default setting and tested against the test data. Then the CV Gridsearch method is ap­

plied with cross­validation that varies from 5 to 10 times these values are fitted with the

purpose of finding the best hyperparameters for the models we are building. This search

was done in all datasets despite the computational cost. The datasets 3.1 and 4.2 are rela­

tively large and this requires a higher data processing power. In order to understand the

difference between before and after using the hyperparameters for model optimization,

we also report which hyperparameters were used in each algorithm cited in 2.8.

5.2.1 Random Forest

First the RF algorithm tested only with its default configuration obtained the results that

can be found in the table below 5.1.

Although the hyperparameters have not yet been defined themodel with the RF algorithm

showed promising performance with the test data. After running the grid search with

CV=10, the following parameters were found:
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Table 5.1: RF metrics before GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 79 89 87
Precision (%) 82 97 88
Recall (%) 91 89 96
F1­Score(%) 86 93 92

• max_depth = 70

• random_state=44

• max_features=auto

• criterion = entropy

• ccp_alpha=0.001

Table 5.2: RF metrics after GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 92 95 77
Precision (%) 95 98 94
Recall (%) 91 90 76
F1­Score(%) 86 94 84

5.2.2 Decision Tree

With its normal standardization the DT algorithm obtained an excellent performance in

relation to the test data of Data_01, however when adjusted with the hyperparameters the

results were different and the score dropped. When the hyperparameters were applied on

the dataset Data_02 e Data_03 we were able to increase the score ranging from 2 to 3

points. We can analyze the details in tables 5.3 and 5.4.

Table 5.3: DT metrics before GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 87 82 70
Precision (%) 94 97 91
Recall (%) 80 82 69
F1­Score(%) 86 89 78

After running the grid search with CV=10, the following parameters were found:

• max_depth = 15

• max_leaf_nodes=89

• criterion = entropy
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• ccp_alpha=0.001

Table 5.4: DT metrics after GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 75 84 73
Precision (%) 77 97 93
Recall (%) 72 84 72
F1­Score(%) 74 90 81

5.2.3 AdaBoost

AdaBoost is an algorithm widely used in classification problems precisely because of its

strategy of combining weak learning with a single strong classifier. In building this model

the AB was implemented with its default parameters and then added the DT algorithm

along with parameter adjustment, we can see the results in the tables below 5.5 and 5.6.

Table 5.5: AB metrics before DT and GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 78 81 86
Precision (%) 83 95 89
Recall (%) 89 82 94
F1­Score(%) 86 88 92

After running the grid search with CV=10, the following parameters were found:

• random_state=42

• max_leaf_nodes=89

Table 5.6: AB metrics after DT and GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 87 84 72
Precision (%) 91 96 92
Recall (%) 83 84 71
F1­Score(%) 87 89 80

5.2.4 kNN

KNNwas one of the algorithms that its results were directly driven in all three datasets by

the adjustment of the hyperparameters. We can observe that Data_02 obtained a score

in which the variation was minimal if compared to the result presented in 5.20
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Table 5.7: KNN metrics before GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 69 87 76
Precision (%) 75 97 81
Recall (%) 88 87 96
F1­Score(%) 81 92 91

After running the grid search with CV=10, the following parameters were found:

• leaf_size= 20

• n_neighbors= 10

• P= 1

• weights= distance

• metric= minkowski

Table 5.8: KNN metrics after GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 88 83 72
Precision (%) 91 96 92
Recall (%) 83 84 71
F1­Score(%) 87 89 80

5.2.5 XGBoost

Wecan consider that this is one of themost versatile algorithms and its library implements

the gradient boosting decision tree algorithm. It presented promising results even before

the hyperparameters adjustments, achieving high scores.

Table 5.9: XGB metrics before GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 86 87 85
Precision (%) 92 97 89
Recall (%) 79 88 94
F1­Score(%) 85 92 91

After running the grid search with CV=5, the following parameters were found:

• learning_rate= 0.3

• max_depth= 15

• n_estimators = 100
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Table 5.10: XGB metrics after GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 89 92 86
Precision (%) 94 98 89
Recall (%) 84 93 94
F1­Score(%) 89 96 91

5.2.6 Naive Bayes

NB is a fast algorithm and has the ability to handle large volumes of data. This algorithm

showed little improvement in its results even after the hyperparameters adjustment.

Table 5.11: NB metrics before GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 72 84 79
Precision (%) 88 96 81
Recall (%) 73 85 86
F1­Score(%) 79 90 88

After running the grid search with CV=10, the following parameters were found:

• var_smoothing = 1e­08

Table 5.12: NB metrics after GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 76 83 72
Precision (%) 90 93 90
Recall (%) 76 86 72
F1­Score(%) 82 90 80

5.2.7 CatBoost

Catboost is an algorithm in which the library is based on gradient boosting and has a

wide variety of hyperparameters that can be adjusted, and it can easily handle categorical

values. The model presented excellent results in Data_01 e Data_02. In Data_03, the

score tended to decrease after going through GridsearchCV.

Table 5.13: CatBoost metrics before GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 79 89 86
Precision (%) 83 98 89
Recall (%) 89 90 95
F1­Score(%) 86 93 92

After running the grid search with CV=5, the following parameters were found:
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• learning_rate = 0.5

• max_depth = 8

• n_estimators = 100

• random_state=44

Table 5.14: CatBoost metrics after GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 95 90 77
Precision (%) 96 97 94
Recall (%) 97 91 76
F1­Score(%) 97 94 84

5.2.8 Logistic Regression

LR is an algorithm used to solve binary classification problems. Despite being a widely

used model, it did not perform well on Data_01 e Data_02. In Data_03, the model was

able to recover after adjusting the hyperparameters.

Table 5.15: LR metrics before GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 75 74 79
Precision (%) 77 95 80
Recall (%) 72 74 97
F1­Score(%) 75 83 88

After running the grid search with CV=5, the following parameters were found:

• penalty= l1

• solver= liblinear

• C=1

Table 5.16: LR metrics after GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 78 76 81
Precision (%) 83 94 83
Recall (%) 89 77 96
F1­Score(%) 86 85 89
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5.2.9 SVM

SVM is an algorithm that does not require a large computational power, making the tests

to run faster. Themodel createdwas able to achieve great results onData_01 andData_02,

but it was less than perfect when applied to Data_03. We can observe its performance in

the tables below.

Table 5.17: SVMmetrics before GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 65 85 45
Precision (%) 64 97 86
Recall (%) 72 85 38
F1­Score(%) 68 91 52

After running the grid search with CV=10, the following parameters were found:

• kernel= rbf

• gamma= 1

• C=1

Table 5.18: SVMmetrics after GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 94 85 77
Precision (%) 91 97 80
Recall (%) 99 84 95
F1­Score(%) 95 90 87

5.2.10 LGBM

LGBM is also one of the gradient boosting and decision tree based algorithms. It is a

great classifier to solve churn rate problem. LGBM proved to be a powerful algorithm for

its speed and high performance. After the adjustments in hyperparameters themodel was

able to achieve a higher score.

Table 5.19: LGBMmetrics before GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 78 82 85
Precision (%) 83 97 86
Recall (%) 88 82 97
F1­Score(%) 86 89 91

After running the grid search with CV=10, the following parameters were found:

• learning_rate= 0.3
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• max_depth= 1

• n_estimators= 100

• num_leaves= 50

Table 5.20: LGBMmetrics after GridsearchCV

Churn Data Data_01 Data_02 Data_03
Accuracy (%) 91 95 87
Precision (%) 94 95 89
Recall (%) 86 99 95
F1­Score(%) 90 97 92

5.2.11 Confusion Matrix

ConfusionMatrix is one of the strategies used in this research to further analyze the perfor­

mance of each classifier and find out if the model predicts well the class we want (churn).

Understanding the distribution of TP, TN, FP and FN rates is essential to employ im­

provements on the models and understand how the values are being classified. After the

10models were tested on the three datasets presented, tables of the best performingmod­

els were generated. In Figure 5.6 we have the tables referring to the results of Data_01. As

a point to be observed, the Error Rate (EER) was chosen, where the number of all incor­

rect predictions divided by the total number of the dataset is calculated, and thus we find

the model with the lowest error rate. The model that showed the lowest error rate in this

dataset was the LGBM Classifier and Random Forest, surprised with a rate of only 0.09.

LGBM proved to be a fast algorithm that has a great compatibility with large datasets, the

classifier was able to achieve the lowest error rate in all datasets. The second model with

the lowest EER is XGBoost which obtained a rate of 0.10. The worst EER result was with

the KNN model which obtained 0.13. In Figure 5.2 we have as the best performance the

LGBM model with EER of 0.05 and then XGBoost with only 0.06. These are excellent

results and indicate that the models are erring infrequently. The third model with the

lowest EER was Random Forest and then CatBoost which were between the values 0.08

and 0.09 respectively. AdaBoost was the model with the worst rate, scoring 0.16. In Fig­

ure 5.3 we have Data_03 that in comparison with the other results was the dataset that

obtained higher scores in the EER rate. In this dataset the model with the lowest rate was

LGBM that scored 0.12 then Random forest, CatBoost and AdaBoost that scored EER of

0.13. The worst result was from the KNN model that scored 0.21, we can state that this

would not be a model chosen to classify churn prediction.
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a) b) c)

d) e) f)

Figure 5.1: Confusion Matrix Data_01.

a) b) c)

d) e) f)

Figure 5.2: Confusion Matrix Data_02.
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a) b) c)

d) e) f)

Figure 5.3: Confusion Matrix Data_03.

5.3 AUC Curve Analysis

As commented earlier in Section 3.3.3 the Curve ROC is a commonly used way to visualise

the performance of a binary algorithm. From AUC curve it is possible to analyse how well

the classifier separated the two classes. Making a brief observation of the AUC curve of the

three datasets below, we can notice a pattern that was also noticed in the study that was

developed based on the related works. The classifiers that use the ensemble method ob­

tained a muchmore significant performance when compared to the other algorithms that

were used to predict Churn. This technique consists in the combination of weak learner

with strong learner, which aims at obtaining amodel that is more consistent and with less

vulnerable to noise. The Data_01 considered the main dataset of this research obtained

the highest score with AUC of 98% using the RF algorithm, the developed model outper­

formed the results that were presented by [LMCS21] where in his research using the same

dataset the RF classifier obtained AUC of 82%. Another pattern found in the results is

that the CatBoost, LGBM Classifier and XGBoost classifiers which are based on gradient

boosting (GB) obtained a very good AUC score with 92%, 91% and 93% respectively, also

outperforming the results found in [LMCS21], where the XGBoost and CatBoost mod­

els found AUC values of 84% and 82% respectively. The worst AUC curve result in this

dataset was with the SVM classifier that scored AUC score of 81%, and despite this also

outperformed the result of [LMCS21] where the model scored 79%. In Data_02 the RF

algorithm also scored the highest AUC score with 92%, the gradient boosting algorithms

scored similar scores of 91% in eachmodel. Theworst result in this datasetwaswith Logis­

tic Regression that scored AUC of 82%. In Data_03 the results were frustrating, because
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some models could not reach a good performance having a disastrous result, not being

able to achieve the necessary generalization. An example of this was the KNNmodel that

despite having obtained a good performance in datasets 01 and 02 was not enought with

a poor score of 56% and the SVM that scored AUC of 60%. The best result in Data_03 was

the score obtained by CatBoost with AUC of 88%, the other models managed to achieve

scores around 86%.

A) AUC Curve Analysis B) AUC Curve Analysis

False Positive Rate False Positive rate

T
ru
e
P
os
it
iv
e
R
at
e

T
ru
e
P
os
it
iv
e
R
at
e

Figure 5.4: AUC Curve Analysis Data_01.

C) AUC Curve Analysis
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D) AUC Curve Analysis

Figure 5.5: AUC Curve Analysis Data_02.
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E) AUC Curve Analysis
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F) AUC Curve Analysis

Figure 5.6: AUC Curve Analysis Data_03.

5.4 MSE Analysis

This is a standard metric used in ML to find how much the model does not agree with

the actual data. In the Table 5.4 we have the values that the models were able to obtain.

The smaller the value, better the adjustment to the model. In the Data_01 we have a tie

in the scores that use the ensemble method. Random Forest, XGBoost and LGBM Clas­

sifier were able to obtain the standard deviation of 0.11, followed by KNN with MSE of

0.13. In Data_02 the best performance was with the algorithm LGBMClassifier that once

again is proving to be an algorithm with great potential for classification, the MSE value

of this model was 0.05. CatBoost, XGBoost and Random Forest were able to obtain val­

ues of 0.09,0.08,0.09 respectively. The worst result in this data set was with the Logistic

Regression that achieved a score of 0.24. In Data_03 we can see that also the best re­

sults were also from gradient boosting and Random Forest models. In both Data_01 and

Data_03 the Naive Bayes model however, did not perform so well in this section.

Table 5.21: MSE of different models on datasets.

MSE Data_01 Data_02 Data_03
Random Forest 0.11 0.09 0.14
Decision Tree 0.23 0.16 0.23
AdaBoost 0.22 0.16 0.13
KNN 0.13 0,13 0.21
XGBoost 0.11 0.08 0.14
CatBoost 0.21 0.09 0.13
Logistic Regression 0.22 0.24 0.19
SVM 0.06 0.15 0.23
LGBM Classifier 0.11 0.05 0.14
Naive Bayes 0.28 0.17 0.28
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5.5 Discussion

As it was possible to observe, the results of the models were explored in different ways of

evaluation. The investigation of these results using the techniques that have been men­

tioned in this chapter is of utmost importance to build a model that can really solve the

problem and create opportunities for the sector in which it is desired to apply, in addition

to being able to better understand its operation and how its performance can be boosted.

Based on the studies applied in related works to solve the churn prediction problem it

can be observed that the solutions obtained by the authors are strictly related to the na­

ture of the problem data. And this is also something that we can analyze in this research,

when applying the models that were built in different datasets it was possible to observe

that always the models that use bagging and boosting techniques managed to achieve a

high perfomance, this can also be visualized in the research performed by [URM+19],

[AJA19], where models like Random Forest and XGBoost dominate the scores. These

techniques are promising. In the accuracy issue, the models that obtained better results

in all datasets were RandomForest, AdaBoost, Catboost, KNN, XGBoost, SVMand LGBM

Classifier, and this was only possible after the hyperparameters were adjusted. After using

this technique it was possible to understand that to build a good model it is not necessary

to apply any complexity on it, but to understand the problem and use the tools that ML

itself provides us, performing a simple modeling on the problem. In [BS19] a comparison

between KNN and Logistic Regression was performed. The results of this study expressed

that the Logistic Regression scored better in terms of accuracy and AUC when compared

to the KNN model. Therefore, it can be concluded that for the type of data presented in

this study, Logistic Regression is more effective in predicting customer churn compared

to KNN, which was proven in the results obtained in this research. In this context of dis­

cussion the questions that were exposed in 1.2 are answered.

1. What is the most appropriate machine learning model to use to predict future cus­

tomer churn?

R: As confirmed in this study, the best performing classifiers are those that imple­

ment ensemble methods such as bagging and gradient boosting algorithms, namely

Random Forest, LGBM Classifier, Catboost and XGBoost. These algorithms can

achieve good performance with fast speed and low computational cost. Catboost

achieved an accuracy of 95%, Random Forest got 92% and LGBM 91%.

2. Which features can be considered themost important to build a predictive customer

churn model?

R: The most relevant features are those with values that contain information about

the amounts the customer pays monthly and the total amount already paid to the

operator, in addition the patterns can also be seen in the type of service the customer

uses.

3. What are the possible solutions to deal with unbalanced classes?
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R: In binary classification problems it is common to have unbalanced classes and

there are different techniques to solve this type of problem. In this study the tech­

nique known as Random Under­sampling was used to balance the data set of the

majority class. Performing this process is extremely important to obtain a better

performance of the ML model.

4. What impacts can the predictive model have on the telecommunications industry?

R: The impact on the telecom industry is quick and direct. It can be said that churn

is seen as a thermometer for the company’s health, and so understanding what gen­

erates churn is important to: Identify difficulties for business growth; Build a more

agile business model; Maximize the value that the customer has within the brand;

Increase customer engagement, among other points. The predictive models pro­

posed in this research is able to solve one of the problems inherent to the telecom­

munications industry and make it increase its profits by up to 85%. Furthermore,

the company that seeks to implement this type of technology has a competitive ad­

vantage over other industries in the sector and can easily increase its profits. Mar­

keting strategies can be proposed according to consumer behavior and also reward

those with a low probability of churn, as well as positively influence the brand name

in the market.

5.6 Conclusion

This chapter has shown all the results that the models were able to obtain, the process

of which hyperparameters were used in each algorithm, and how the evaluation was per­

formed on eachmodel andwhatmetrics were chosen to perform the comparisons between

them. It was possible to analyze the models that obtained better performance and get rel­

evant information of which can be considered the best ones to solve the problem. The

results were compared with the results that of the works mentioned in 2 and the ques­

tions that were raised in the 1 chapter were answered.
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Chapter 6

Conclusion

One of the main characteristics of the telecommunications sector is its standardization

and public telecommunications policies that allow customers to switch operators very

easily, resulting in a competitive market. Therefore, churn prediction, or the task of rec­

ognizing customers who are likely to stop using the service, is an essential factor for the

profitability aspects of the overall telecommunications sector. The modeling for this type

of problem is not standardized, since there is no approach that is the key solution to solve

the telecom service providers turnover problemworldwide. Data set analysis andmachine

learning techniques are used to predict churn based on customer history, giving telecom

companies the opportunity to take preventive measures such as customized marketing

strategies and thus increase their revenues.

This study analysed the performance of ten different types of algorithms on three dif­

ferent datasets and with this we obtained valuable conclusions on how modelling can be

adjusted to solve this type of problem. To test and build the model, the sample data was

split into 80% for training and 20% for testing. We chose to perform the cross­validation

varying from 5 to 10 folds, for hyperparameter optimization, and for calculation of the

error rate of each model and MSE. The techniques of feature engineering, effective fea­

ture transformation and selection approach were applied so that the models could use the

data in an effective way, and the problem of unbalanced data was solved by subsampling

or using tree algorithms that are not affected by this problem. It was proved that for this

classification problem the models that use the ensemble method can obtain a satisfactory

performance if compared with models of the decision tree or naive bayes type, for exam­

ple. In Data_01 and Data_02, the other models generated good results with only small

differences in the performance metrics. In Data_03 as the nature of the data was a little

different some models, for example SVM could not achieve the supposed result.

6.1 Contributions and Achievements

Based on the solution developed in this work and in order to materialize the research

project that has a partnership with the research and development company TimweLab

Tech, the models that obtained the best performance were deployed. Below we have the

figure 6.1 that represents how the models were put into production. In the figure we

have the Cloud, the Python server where the ML models are implemented, which con­

nects to the backend that encompasses everything that serves the applications, both the

mobile applications of the Telco Vista project and the Backoffice platform. Our Web

API’s, databases and Unomi are found there. Unomi is a REST server that manages

client profiles and events that are related to each profile. It is a server that can easily
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interact with external systems, promoting the sharing of profiles and reuse in different

applications. All services and implemented code can be found in the GitHub repository

https://github.com/AnaHauachen open to all the community that wishes to be inspired
by this research.

Server Python  Backend

HTTP Post

HTTP Post

API Rest Unomi

Database

Figure 6.1: Architecture of the model deployment.
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