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1 Goals

One of the most important techniques in Artificial Intelligence are Neural Networks
(NNs). While there has been recently an enormous improvement in the capacity
that these networks have, common networks are still very far away from the number
of parameters the human brain is supposed to store (10'°).

There have been some advances in the training of large networks, such as the
work in [1], where 512 CPU cores were used to train a model with 1.7 x10° param-
eters, or the use of parallelization platforms, for instance, [3] used MapReduce with
32 PCs and [4] used MapReduce (Hadoop) and Giraph (although, in this case, the
work was for spiking neurons) to train 100000 neurons, with over 10° parameters
using over 24GB of RAM. Our work [2] also showed how to take advantage of dis-
tributed learning, by using a smart problem splitting technique, in this case applied
to convolutional neural networks.

One of the most difficult problems is, of course, the communication between
distributed models: in [5], they propose Linear Pipelining to reduce the communi-
cation bottleneck. If the model stays in a single machine, these problems can be
considerably alleviated.

With this project we want to study the implementation limits of NNs using a
single machine if we consider the use of disk space as a way to store information
in run-time for the network when only part of it fits the RAM.

The work will be done in linux. We will use PyThorch for the implementation.

2 Work plan

The project has the following tasks:
T1 Introduction to neural network learning (2 weeks).
T2 Study the distributed and large scale network learning approaches (3 weeks).

T3 Implement new code to train a large network on a single machine taking ad-
vantage of hard disk space (7 weeks).

T4 Write the project’s report (3 weeks).
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Technical and Academic Requirements

Be able to program using Python on Linux, use a source code repository and pro-
duce documentation (using doxygen, sphinx or other similar tool).

It is desirable that the student has grades above 13 on the following courses:

Estruturas de Dados, Probabilidades e Estatistica, Inteligéncia Artificial.
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Expected Results

e Source code and documentation of all code developed

e Project report
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