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Person re-identification (re-id) aims to match a query identity (ID) to an element in a gallery set, composed of
elements collected from multiple cameras. Most of the existing re-id methods assume the short-term setting,
where the query/gallery samples share the clothing style. In this setting, the optimal feature representations
are based in the visual appearance of clothes, which considerably drops the identification performance for
long-term settings. Having this problem in mind, we propose a model that learns long-term representations of
persons by ignoring any features previously learned by a short-term re-idmodel, which naturallymakes it invari-
ant to clothing styles. We start by synthesizing a data set in which we distort the most relevant biometric infor-
mation (based in face, body shape, height, and weight cues), keeping the short-term cues (color and texture of
clothes) unchanged. This way, while the original data contains both ID-related and other varying features, the
synthesized representations are composed mostly of short-term attributes. Then, the key to obtaining stable
long-term representations is to learn embeddings of the original data that maximize the dissimilarity with the
previously inferred short-term embeddings. In practice, we use the synthetic data to learn a model that embeds
the ID-unrelated features and then learn a secondmodel from theoriginal data,where long-termembeddings are
obtained, keeping their independence with respect to the previously obtained ID-unrelated features. Our exper-
imentswereperformedon three challenging cloth-changing sets (LTCC, PRCC, andNKUP) and the results support
the effectiveness of the proposedmethod, for both short and long-term re-id settings. The source code is available
at https://github.com/Ehsan-Yaghoubi/You-Look-So-Different-Haven-t-I-Seen-You-a-Long-Time-Ago?

© 2021 Elsevier B.V. All rights reserved.
1. Introduction

Retrieving a query identity from a gallery of people with consistent
clothing-style across a distributed camera network is known as short-
term person re-identification (re-id) [1]. Being a challenging task,
short-term re-id has been the topic of substantial research for more
than a decade, with several datasets announced [2,3], methods pro-
posed [4,5], and multiple surveys published [5–8]. In this problem, the
major challenges are the variations in body pose, varying illumination,
occlusions, camera resolution, and viewing angle. Here, SOTA methods
typically obtain feature representations based on the clothing texture/
color which are the most discriminative/permanent cues in this kind
of data. Short-term re-id methods are known to substantially degrade
their performance under cloth-changing scenarios [9]. It is commonly
accepted that re-identifying people from biological traits rather than
from any transient appearance characteristics is more challenging
[10], which provides the main motivation for this work: to develop a
re-idmodel that is naturally invariant to clothing features such as colors,
textures, shapes, and styles.

As illustrated in Fig. 1, in long-term person re-id settings, the model
should recognize instances of the same person after several weeks or
months, assuming that the query subject might be wearing different
clothes than any instance of the gallery. Recently, some models were
proposed to learn cloth-independent features, by either generating peo-
ple with different clothing patterns [9,11] or extracting shape-based
body features [12,13]. Other works assumed specific constraints
(e.g., constant walking patterns [14], moderate clothing changes [13],
and visible facial images [15]), attempting to learn ID-sensitive embed-
dings by changing the clothes colors/patterns. In opposition, [13,15] ex-
clusively focused in the body-shape or facial attribute.

Learning robust features is a key factor in long-term person re-id.
Here, robustness refers to 1) the extraction of discriminative features
from inter-person samples and 2) the invariance to intra-person dy-
namics. Although the cross-entropy loss function optimizes the re-id
model for these criteria, high variations in the intra-person samples
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Fig. 1. Main motivation of the proposed work. Short-term person re-id methods rely on appearance features that typically converge into “Manifold 1”, in which samples with similar
clothes appear nearby. Instead, our goal is to obtain an embedding such as “Manifold 2”, where samples of different persons appear together, regardless of their clothing styles. Each
symbol points to a specific person ID, and different colors show different clothing styles. The samples are taken from the PRCC dataset (best viewed in color). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
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hinder the model from learning useful long-term representations and
lead embeddings similar to “manifold 1”, illustrated in Fig. 1.

Based on our analysis, we concluded that the key to mitigate the
above problems is to keep the useful visual appearance information
(face, body shape, body figure, height, gender) while disregarding any
other ID-unrelated features (clothing styles and background features).
Accordingly, this paper proposes a framework that firstly transforms
the original learning data in a way to help the model to infer ID-
unrelated features (i.e., short-term). At a second step, a long-term em-
bedding is learned by minimizing the correlation between the inferred
features and the previously obtained short-term feature representa-
tions, according to a cosine similarity loss.

The main contributions of this paper are as follows:

• We propose an image transformation pipeline that induces image-
based re-id models to disregard background and clothing-based
features.

• We propose a framework that re-identifies people based on their
face and soft biometrics cues (e.g., body shape), while automatically
disregarding any changeable visual appearance features (e.g., clothes).
Moreover, at the inference time, our solution does not depend on
any kind of additional labeling information, such as body masks or
key-points.

2. Related work

Most of the prior person re-id studies assume that the query persons
wear the same outfits in the gallery set [8]. However, this assumption is
not always valid and leads to poor performance when applied to long-
term re-id settings. In this paper, we focus on a real-world scenario,
when people may appear with different clothes. We refer the readers
to [5,8] for discussions on the representative works of the short-term
person re-id.

As an early study in the context of long-term re-id, Zhang et al. [14]
proposes a video-based re-id technique based on the body motion to
address the challenge of person appearance variations. In this work,
the authors applied local descriptors (i.e., Histogram of Optical Flow
and Motion Boundary Histogram) to capture the latent motion cues of
a person's walking style and relative motion between feature points,
based on the hypothesis that persons’ movement follows a consistent
pattern. Although this method captures some fine-grained gait features,
it disregards the useful appearance features related to the body-shape
and head area.

In [15], the authors focused solely on scenarios where the face is
clearly visible. The proposed model processes two persons’ pictures
and uses the face area to yield the person ID and detects whether the
subject has different clothes based on the body area or not. However,
the high resolution face shots are rarely available in the surveillance
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data, which leads to an undesirable performance of the state-of-the-
art face recognition models. So, coupling a short-term re-id model
equipped to a face re-id branch cannot obtain satisfactory results [1,
13]. Later, [13] performed a case-study, in which the individuals change
their clothes, such that the overall body shape is preserved. In other
words, the authors proposed a re-id model based on the person's con-
tour sketches to ignore the color-based features and demonstrate the
importance of the body-shape in long-term person re-id.

In order to enhance the performance of the deep-based long-term
person re-id, one strategy would be to increase the learning data, such
that each subject wears numerous different clothes. As collecting such
a dataset on a large scale demands expensive gathering and annotation
processes, some studies proposed applying generative models. In this
context, inspired by a pose-invariant generative re-id model [16], Yu
et al. [9] proposed a clothing simulator model to synthesize more sam-
ples for each ID with several different clothing styles. The authors ap-
plied a body-parsing technique on the image to mask out the clothes
area and trained a generative model to reconstruct the clothes area dif-
ferently. Afterward, anothermodel used both the original image and the
reconstructed image to learn the differences (clothes area). Although
this method has tried to decrease the clothing change effects, some
challengesmay rise: 1) segmentation clothing area is itself a challenging
task in computer vision and yet cannot yield accurate results on the
real-world human surveillance data, 2) thismethod neglects the feature
similarities in the background area, 3) the shape of the clothing styles
(e.g., short dress and long dress) needs to be considered as it highly af-
fects the final feature representation of the persons.

In another generative-based study [12], the authors proposed an ad-
versarial learning-based model to ignore the color features and focused
solely on the body-shape features. To derive the body-shape represen-
tation, the authors extracted image features in RGB and grey-scale
modes and fed them into a feature discriminator to distinguish between
the RGB and grey-scale feature sets. Supposing that another image of
the same person contains similar body-shape features, the authors
concatenated the grey-scale features of a first body-pose with the RGB
features of a second body-pose. Then, they trained a generator to recon-
struct an RGB image with the first body-pose.

With an assumption that the body-shape is a reliable soft-biometric
for long-term re-id scenarios, Qian et al. [1] used the human joint coor-
dinates tomodel the relations among them by two scalar numbers in x-
axis and y-axis directions. Next, these scalars were used to generate the
shape-based features that their difference with the image-based fea-
tures could result in a shape-sensitive feature representation of the
input sample. [1] relies on capturing the information of the body-
joints coordinates; however, [13] shows that the contour sketch of the
body has useful information which cannot be inferred from the body
key-points.
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Most recently, [17], [18], and [19] presented frameworks based on
convolutional neural networks to perform cloth-changing person re-
id. In [17], the authors suggest a two-stream framework to learn fine-
grained features of the body shape and transfer them to the other
stream of the model to refine the appearance features such that the in-
fluence of clothing features are reduced in the final decision of the
model. [18] proposed a framework for long term re-id that combines
both appearance and gait cues. The training process relies on a two-
streamarchitecture, comprising a re-id branch and an auxiliary gait rec-
ognition branch. The latter stream is used as a regularizer to ensure that
the re-identificationmodel learns unique, cloth-independent gait infor-
mation representations from a single image. For efficiency, the gait
branch is discarded during the inference phase. [19] designed a
semantic-guided pixel sampling approach which ensures that the re-
id model exploits cloth-irrelevant cues. [19] relies on a human parsing
module, and changes the clothing of a subject by sampling pixels from
other pedestrians. These generated samples are then used in the train-
ing process alongwith the original images. To exploit solely the cloth ir-
relevant cues, the authors use a mean squared error loss term to ensure
that the learned features remain consistent before and after the change
of clothes.

Based on the above-mentioned review on the recent studies, a long-
term person re-id model may extract useful information from head-
neck area, full-body soft biometrics, and body-shape characteristics
and excludes identity-irrelevant characteristics such as clothing and
background features. In the next section, we explain how our model
captures these data and disregards the short-term features.

3. Proposed method

The proposed Long-term, Short-term features Decoupler (LSD)
framework is an image-based person re-id network that extracts long-
term discriminative representations of people that are invariant to
clothes and background changes. The LSD framework is developed in
four phases: 1) pre-processing, 2) learning short-term embeddings
(ID-unrelated features), 3) learning the long-term embeddings (ID-
Fig. 2. Overview of the image transformation pipeline for removing the ID-related cues. k,
transformed image, and reconstructed background of the person. (1) shows the reconstruct

area Uf, and (3) shows that ID-unrelated image Î is generated by overlapping Uf over B. Best v
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related features), and 4) inferring the long-term feature representations
of people. In the pre-processing phase, we generate a synthesized
dataset, in whichwe apply several image transformations on each sam-
ple of the original learning set to distort the visual identity cues such as
facial area, bodyfigure, height, weight, and gender (see Fig. 2 and Fig. 3).
Then, in the first learning phase, we train an auxiliary model, named as
Short-Term Embedding Convolutional Neural Network (STE-CNN), on
the synthesized data to extract the ID-unrelated embeddings of each in-
stance. In the next learning phase, we use a cosine similarity loss function
in the learning phase of a second model, called Long-Term Embedding
CNN (LTE-CNN), to learn from the original images such that the learned
embeddings are dissimilar to the ID-unrelated embeddings. This way,
the LTE-CNN model captures the embeddings of the identity cues that
are unchangeable during long time intervals and disregards the attri-
butes that are more prone to change e.g., clothing style, accessories
and background. In the evaluation phase, we only use the LTE-CNN
model to infer the long-term representations of people. This denotes
that training the STE-CNNmodel and generating synthesized data are aux-
iliary steps that enhances the learning quality of the LTE-CNN model and
are skipped in the inference phase. Meanwhile, the evaluation process
of the LTE-CNN model is similar to the typical re-id models: the gallery
samples are ranked based on the similarity between the long-term rep-
resentations of the gallery and query instances.

It is worth noting that the STE-CNN and LTE-CNN are regular deep
architectures (e.g., resnet-50) that extract the global features of the
input data, and the given names are to provide the reader with a feeling
about their functionality; therefore, both the STE-CNN and LTE-CNN
may have an identical architecture, but are different in terms of the
input data and loss function.

3.1. Pre-processing: image transformation pipeline

In the proposed LSDmodel, the STE-CNNmust learn the embeddings
unrelated to the subject's ID, such as clothes and background features.
This section describes the various image processing steps applied to
the original learning set to remove the ID cues and generate the learning
M, I, y, U, and B are respectively the body keypoints, binary mask, RGB image, ID label,
ion of plain background B, (2) illustrates the steps to generate the distorted foreground

iewed in color.



Fig. 3. Samples of the synthesized ID-unrelated data, juxtaposed with the original images. As shown, identity cues such as general body shape and face area have been distorted
successfully, while the overall texture of the original samples have been remained unchanged. For example, considering the last subject in the left column, the generated samples
cannot represent the height of the person.
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data for the STE-CNNmodel. Fig. 2 gives an overview of the image trans-
formation pipeline and Fig. 3 shows some examples of several synthe-
sized samples. The results show that as we intended, the robust soft
biometrics (such as weight, height, and body shape) have been visually
distorted in the transformed images, while the background area and ac-
cessories have been unchanged approximately.

The proposed pipeline requires the input image, the segmentation
mask, and the body key-points of the subject. The latter data are ex-
tracted using the state-of-the-art methods, for instance, segmentation
[20] and human body key-point localization [21]. It is worth noting
that our approach does not require a perfect segmentation and localiza-
tion of the body parts, as these data are used to roughly establish an ir-
regular shaped region of interest (body contour) to be removed from
the input image.

We hypothesize that the head area and the overall body contour
(shape) contain the most ID-related cues, while background, accesso-
ries, clothes texture, and clothes color result in temporary features.
Therefore, we apply several transformations on each input image to
(1) remove the subject ID from the scene and create a plain back-
ground, (2) generate the ID-unrelated foreground, for which we dis-
tort the ID-related cues of the person body and face, (3) overlap the
ID-unrelated foreground on the plain background. Fig. 2 presents an
overview of our strategy for generating ID-unrelated images. In the
remainder of this section, we explain each of these steps in detail.
For simplicity, we skip the index i and use I to denote the ith original
input image, M to refer its corresponding, original body mask, and K
= {(kx1, ky1), (kx2, ky2),. . . . , (kx17, ky17)} to show the body key-
points for this image.

1. To generate a plain background image B, we consider the foreground
area (subject body) using themaskM as themissing pixels and apply
the in-painting method [22] to restore the background area (see
boarder 1 in Fig. 2).

2. Next, we generate an ID-unrelated foreground area Uf that contains
the short-term attributes (illustrated in boarder 2 in Fig. 2). To this
4

end, (a) We use the body key-points K and the full-body mask M
to select a head-neck mask Mh from the original mask M. (b) In
parallel, we should obtain a body contour mask Mb, for which we
use a method similar to the top-hat morphological transformation.
The original bodymaskM is first expanded using amorphological di-
lation operator to obtain themaskMd:M⊕ B= ⋃ d∈BMd; (the size of
the dilation kernel B is proportional to the size of the original mask.
We used 3% of the width and height of the mask in our
experiments). Then, we use an erosion morphological operator to
shrink the body mask area: M ⊖ B = ⋂ e∈BMe. Next, the body
contourMb is obtained by taking the intersection (bitwise ANDoper-
ation) between the dilated mask Md and the inversion (bitwise NOT
operation) eroded body mask �Me. (c) A final maskMf is obtained by
adding (bitwise OR operation) the head-neck pixels with the body
contour pixels: Mf ¼ Mb þ �Me. (d) ID-related pixels are then in-
painted in the input image I using [22] to generate an image (U)
without any identity information. (e) It is important to deform the
overall body shape of the person (by simulating random changes in
weight, height, and clothes pattern). We apply this deformation to
remove the remained ID-related features. However, to preserve the
background area from deformation, we perform the same random
transformations on the mask M and the in-painted image U; so, in
the next step,we couldmask out the body area.We use [23] followed
by a random stretching in height andwidth of the body area to apply
some image deformations randomly. Precisely speaking, we impose
a perturbationmeshon themaskM and imageU to alter the subject's
silhouette. Then, some points are selected on the mesh to distort the
body shape by some random directions and strengths; this mesh de-
formation is applied by linear interpolation at a pixel-level on bothM
and U. (f) Finally, the deformed foreground area Uf is obtained by
masking out the image Ut with Mt.

3. The last transformation step in the proposed pipeline overlaps the
deformed foreground region Uf on the background B, yielding ID-

unrelated image Î (see boarder 3 in Fig. 2).
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Fig. 3 shows some examples of the long-term cloth-changing (LTCC)
data set [1] that have been transformed by our pre-processing pipeline
due to the removal of their ID-related cues.

3.2. Proposed model: learning phase

Learning robust features is a key factor in long-term person re-id. In
the context of this task, robustness refers to 1) the extraction of discrim-
inative features from inter-person samples and 2) being invariant to
intra-person attribute variations. Although the cross-entropy loss func-
tion optimizes these criteria, high variations in the intra-person samples
and limited data hinder the model from learning useful long-term rep-
resentations. The key to enhance the quality and speed of the learning pro-
cess of long-term representations of people is to focus on both distilling the
identity-related features and disregarding the identity-unrelated features.

Suppose that the learning set G ¼ fðIi, yi, cjÞg consists of n persons
with m different clothing styles for each person, where y. denotes the
person-ID label, c. refers to the clothing label, i = 1,…, n and j = 1, …,
m. By performing several image transformations on the learning set G,

we synthesize another learning data set Ĝ ¼ fÎi, yi, cjg that excludes
the ID-related visual features. This phase was described in the previous
subsection.

As shown in the first learning phase in Fig. 4 (b), we feed the synthe-

sized data (Îi, yi, cj) to the STE-CNN model φ̂ðĜ;θ̂Þ and learn labels yi, cj
with a cross-entropy loss function. The label yi, cj refers to the person i
with the ID label yi with the clothing label cj; in other words, this
network learns to distinguish between the outfits worn by person i.
The extracted features of this person are denoted as short-term features

f̂ ij and are frozen during the next learning phase, where we feed the
original image of person i to a secondmodel. Precisely, given the original

data (Ii, yi, cj) and frozen short-term features f̂ ij, the LTE-CNN model
φðG, θÞ learns the long-term representations fi, such that it is

mathematically dissimilar to the ID-unrelated feature vector f̂ ij, while
Fig. 4.Overviewof the learningphase of the proposedmodel. In the offline learning phase, the ST

unrelated) f̂ ij . Then, the long-term representation (ID-related) of the original image Ii is obta

short-term embeddings f̂ ij . The magnified boarder shows the images of one person with t

identity of the person (blue traces) and disregard clothing features (red traces). Ii refers to th
Best viewed in color.
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simultaneously learns the ID-related features, using an aggregation
loss function:

LLTE ¼ ∑
n

i¼1

f i:f̂ ij
∥f i∥∥f̂ ij∥

þ∑
n

i¼1
ti logðsiÞ, ð1Þ

where n is the number of person IDs in the learning set, ti is the ground-
truth person ID (label), and si denotes the predicted probability score of
person i. In equation 1, the cosine-similarity term minimizes the simi-
larity between the short-term and long-term features, while the cross-
entropy term helps the LTE-CNN learn the person ID.

Finally, in the inference phase, we only use LTE-CNN model φðG, θÞ
to extract the long-term representations of the query and gallery data.
Next, similar to the short-term person re-id methods, the gallery set is
ordered based on the euclideandistances between the query and gallery
samples. Then, the Cumulative Matching Characteristics (CMC) and
Mean Average Precision (mAP) metrics are reported as the evaluation
criteria.

4. Experiments and discussion

4.1. Datasets

The Long-Term cloth-changing (LTCC) Person Re-identification
dataset [1] was collected using a CCTV systemwith 12 cameras installed
on different floors in an office building. It comprises 24 hours of video
recording that were collected over two months. As a result, persons
were appeared with substantial changes in lighting, viewing angle,
and body pose. The authors used theMask-RCNN framework [20] to ex-
tract the person bounding boxes from video frames and then annotated
each bounding boxwith a person ID and clothing label. The LTCC dataset
comprises 17,138 images from 152 identities with 478 outfits, and on
average, each person appears with five different clothing outfits. The
LTCC dataset is publicly available in two subsets: 1) training subset
E-CNNmodel receives a transformed image Îi andextracts its short-termembeddings (ID-

ined by minimizing the similarity between the long-term feature vector fi and the frozen

hree different clothes and indicates that how LTE-CNN loss function helps to learn the

e original image of person i with clothing style j, and Îi is the ID-unrelated version of Ii.
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with 77 individuals, where 46 subjects arewearing different clothes and
31 elements appear with identical garments. 2) testing subset with 76
persons, where 46 people appear with different outfits and 30 individ-
uals are wearing the same clothes.

The Person Re-identification by Contour Sketch (PRCC) dataset [13]
was captured indoors using three cameras positioned in separate
rooms. The PRCC dataset consists of 221 identities and a total of
33,698 images. In two camera views, the subjects wear the same
clothes, while on the other camera, the garments change. Therefore,
there are precisely two different clothes-changes per subject.

The NanKai University Pedestrian (NKUP) [24] dataset contains
9738 bounding box images of 107 pedestrians, out of which 5336 im-
ages of 40 persons were suggested as the training set, while 332 and
4070 bounding boxes of 67 identitieswere used as the query and gallery
images, respectively. The NKUP dataset was collected from 15 cameras,
8 out of which were installed in the outdoor environment. Pedestrians
in the NKUP dataset appear mostly with 2 or 3 different clothing styles.
The query set includes 3 to 10 images of each person, randomly selected
from certain clothing styles; then, the remaining images of the same
person (with different clothing styles) were considered as the gallery
images. Finally, images of individuals with one clothing style were con-
sidered distractors and added to the gallery samples.

We trained and evaluated our model on the LTCC [1], PRCC [13], and
NKUP [24] long-term re-id datasets, as all of them comprise real-world
data recordedwith cameras and are large enough to be suitable for deep
architectures. These datasets are publicly available in train and test
splits, and there is no overlap between the subjects in the test and
train sets. We followed the same evaluation settings in the original pa-
pers [1,13,24] to have a fair comparison. Fig. 5 shows a few samples of
each dataset. As observed and indicated in [24], the resolution of the im-
ages in the LTCC dataset are much higher than the NKUP dataset [24].
Meanwhile, covered faces in the NKUP dataset makes this benchmark
much harder to achieve high accuracy for long-term person re-id task.

4.2. Implementation details

We processed the original image I using the off-the-shelf Mask R-
CNN [20] and Alpha-Pose [21] models with default configurations1

and prepared the inputs of the pre-processing pipeline i.e., K and M.
Thedilation and erosion transformationswere performedusing a kernel
(filter), with a size that is proportional to 3% of the imagewidth. The in-
painting technique [22] was also used in its default configurations2

using the pre-trained weights on the Places2 dataset [35].
The proposed framework, including the STE-CNN and LTE-CNN, can

be implemented using any CNN architecture as feature extractors. In
this paper, we implemented the proposed model based on residual
CNNs using the Pytorch library to evaluate the effectiveness of our
method. We started the training phases by fine-tuning the ImageNet
pre-trained weights, using the Adam optimizer [36], for 250 epochs.
The input images were 256 × 128 for both networks, i.e., STE-CNN and
LTE-CNN. For more implementation details, we refer the readers to
the project page3.

4.3. Results

4.3.1. LTCC dataset
To evaluate our model on the LTCC dataset [1], we considered the

two settings suggested in the original paper [1]: 1) standard setting, in
which we ignore those images of the gallery that have captured from
the same person and same camera. 2) cloth-changing setting, where
Fi
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1 https://github.com/matterport/Mask_RCNN, https://github.com/MVIG-SJTU/
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2 https://github.com/Atlas200dk/sample-imageinpainting-HiFill
3 https://github.com/Ehsan-Yaghoubi/You-Look-So-Different-Haven-t-I-Seen-You-a-

Long-Time-Ago
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Table 1
Results on the LTCC data set. The method performance on the head patches is denoted by the * symbol. In standard setting, those images of the gallery that have captured from the same
person and same camera are disregarded,while in cloth-changing setting, the images of the samepersonwith identical clothes captured by the same camera are discarded from the gallery.

Methods Standard setting Cloth-changing setting

R-1 R-5 R-10 R-50 mAP R-1 R-5 R-10 R-50 mAP

LOMO [25] + KISSME [26] 26.6 - - - 9.1 10.8 - - - 5.3
LOMO [25] + NullSpace [27] 34.8 - - - 11.9 16.5 - - - 6.3

resnet-50 [28]* 9.4 23.2 31.3 59.8 5.9 22.9 43.0 53.9 77.7 9.8
Luo et al. [29]* 25.8 47.5 57.2 80.6 10.2 11.7 23.8 33.4 62.9 5.9

resnet-50 [28] 49.7 64.9 70.4 86.6 19.7 18.1 32.4 38.8 59.2 8.1
se-resnext [30] 48.3 64.1 71.4 85.4 19.0 20.4 34.2 44.1 63.8 9.3
senet [30] 54.6 70.0 77.9 87.2 21.2 24.2 36.6 45.2 62.0 9.4
resnet50-ibn-a [31] 55.4 69.2 74.4 86.2 23.3 23.7 35.7 42.1 64.0 10.4

HACNN [32] 60.2 - - - 26.8 21.9 - - - 9.3
MuDeep [33] 61.9 - - - 27.5 23.5 - - - 10.2
Luo et al. [29] 60.2 74.0 80.1 88.8 25.6 24.2 40.6 51.5 71.2 11.3

Qian et al. [1] 71.4 - - - 34.3 26.2 - - - 12.4
Jin et al. [18] 73.6 - - - 36.1 28.1 - - - 13.2
Hong et al. [17] 73.2 - - - 35.4 38.5 - - - 16.2

Ours (LSD) 72.2 80.3 84.6 91.9 31.0 31.4 46.7 54.3 73.5 13.6
Ours + re-ranking [34] 76.7 83.6 85.2 91.9 44.9 41.1 53.6 57.7 74.0 19.5

The best and second-best results are in Bold and Underline styles, respectively.
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the images of the same person with identical clothes captured with the
same camera are discarded from the gallery before ranking the gallery
elements based on the query person.

We provide a comparison between our model performance to sev-
eral baselines in Table 1, based on the LTCC dataset. In general, our
model shows superior performance for both evaluation metrics: mAP
and CMC for ranks 1 to 50.

As shown in the middle column of Table 1, in standard evaluation
setting, the hand-crafted based methods can extract better feature rep-
resentations (from full-body images of persons) in comparison with
simple baselines [28,29], when simple baselines are learned based on
the face/head patches. In the next performance level, resnet50-ibn-a
[31] achieves 55.4% and 23.3% of rank-1 and mAP, respectively; these
numbers improve by the short-term re-id baselines, specifically to
61.9% and 27.5% by [33]. As a long-term re-id framework, Qian et al. [1]
presents competitive results (71.4%/34.3% of rank-1/mAP) compared
to our method without re-ranking (72.2%/31.0% of rank-1/mAP). [18,
17] methods are twomost recent long-term person re-id methods that
proceed the LSD model with 73.6%/36.1% and 73.2%/35.4% of rank-1/
mAP, respectively. However, by applying the re-ranking technique [34]
on our results, our method consistently outperforms the other compet-
itors ([1,18,17]) and achieves 76.7%/44.9% of rank-1/mAP.

The results of the cloth-changing evaluation setting presented in
Table 1 indicate that the performance of the short-term re-id methods
[32,33,29] roughly degrades to their one-third. This performance drop
denotes that [32,33,29] methods heavily rely on the color and texture
of the clothes to re-identify people. It is also interesting that a resnet-
50 model could extract more useful long-term information from head-
shots (22.9%/9.8% of rank-1/mAP) rather than full-body images
(18.1%/8.1% of rank-1/mAP), whereas the short-term model [29] fails
in the head-shot long-term re-id setting, by achieving 24.2%/11.3% of
rank-1/mAP from the full-body images and obtaining 11.7%/5.9% of
rank-1/mAP from the head patches. In the cloth-changing context, our
method obtains 31.4%/13.6% of rank-1/mAP, while these figures are
dropped 26.2%/12.4% and 28.1%/13.2% for [1] and [18] methods, respec-
tively. After the re-ranking process, our framework achieves 41.1% of
rank-1 and 19.5% of mAP, which overtakes [17] by 1.6%/3.3% of rank-
1/mAP.

Fig. 6 shows t-SNE [42] visualization of long-term representations
provided with our proposed method for several persons from the
LTCC test set that are wearing various clothing outfits. The
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representations related to consecutive frames of the same person with
the same clothes are not close to each other, indicating that our method
does not rely on the appearance similarity to re-identify people.

4.3.2. PRCC dataset
As previouslymentioned, the PRCC datasetwas collected using three

cameras, namely A, B, and C, such that the individuals’ clothes in cam-
eras A and B are the same, while in the camera C, subjects wear different
outfits. Following the evaluation protocol in [13], we select one image of
each person from camera A and build a one-shot gallery, while samples
captured by the other two cameras are considered to be as the queries
for two different settings: evaluation on the cloth-changing and cloth-
consistent settings.

Table 2 shows the performance of several baselines versus our
method on the PRCC dataset. The baselines could be roughly divided
to four groups: 1) methods based on the hand-crafted features [25,37,
38,26], 2) plain deep residual networks [28,30,31], 3) short-termperson
re-id techniques [32,39–41], and 4) long-term re-id method [13,18,17,
19].

In general, Table 2 indicates thatmethods based on the hand-crafted
features obtain the lowest recognition results, with the rank-1 accuracy
less than 24% and 55% in the cloth-changing and standard settings, re-
spectively, whereas the second group of methods could achieve a
rank-1/mAP approximately between 24%/35% to 33%/44% in the cloth-
changing scenario and between 70%/78% to 85%/90% in the standard
setting. Interestingly, the short-term re-id techniques could improve
the rank-1 results up to 86.9%, when the inquiry person wears consis-
tent clothing outfits in the gallery. When the query person appears
with different clothing styles, our method outperforms [13] by improv-
ing the rank-1/mAP from 34.4%/- to 37.2%/47.6%. The performance of
our method is further improved to 42.7%/52.2% of rank-1/mAP
after the re-ranking process, presenting the second-best results after
[17] with a rank-1/mAP of 54.5%/-. Moreover, when people wear iden-
tical clothes in the query and gallery sets, our method still achieves
competitive results in comparison with the baselines such that the
LSD framework achieves 93.6%/95.8% and 97.9%/98.7% of rank-1/mAP,
respectively before and after re-ranking, while these numbers are
64.2%/- for [13] and 86.0%/- for [18].

[19] is a recent work that relies on an offline image generator model
that changes the clothing of persons via simple pixel sampling, and dur-
ing the training process, these generated images are used to help the



Fig. 6. Visualization of the long-term representations, according to t-SNE [42], for six IDs with varying clothes (LTCC test set). The data related to each person are presented in a different
color, and variety in outfits is denoted by differentmarkers. Best viewed in color. (For interpretation of the references to color in thisfigure legend, the reader is referred to theweb version
of this article.)
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network learn identity based features rather than clothing based
features. [19] uses a different evaluation setting, resulting to a high
performance of an existing state of the art (PCB [39]), with 41.8%/
38.7% of rank-1/mAP, whereas [13,18,17] are reported 22.9%/61.2% of
rank-1/mAP for PCB [39]. Based on these differences of scale, we ex-
cluded [19] from the comparison Table 2.

4.3.3. NKUP dataset
Table 3 shows the experiments performed on the NKUP dataset. The

holistic residual CNN models achieve competitive results for both stan-
dard and cloth-changing settings, respectively, with rank-1/mAP be-
tween 16.7%/11.7% to 14.6%/11.3%. As a short-term re-id framework,
MGN [43] can achieve the second-best results (18.8%/15.0% of rank-1/
mAP) for standard setting, while when we equip our method with the
re-ranking technique [34],we achieve thehighest performance for stan-
dard and cloth-changing settings with rank-1/mAP of 19.7%/15.6% and
16.4%/12.3%, respectively.
Table 2
Results for two settings of the PRCC data set: 1)when the query person appearswith different cl
set (at left-side). The locally performed evaluations were repeated 10 times, and the variances

Methods Cameras A and C (different
clothes)

R-1 R-10 R-20 m

[25] + [26] 18.6 49.8 67.3 -
[37] + [38] + [25] 23.7 62.0 74.5 -

resnet-50 [28] 24.1±10.8 56.9±2.4 68.5±3.3 3
se-resnext101 [30] 27.7±1.7 57.6±6.6 70.3±3.5 3
senet [30] 27.2±4.7 54.5±4.9 66.9±1.7 3
resnet-ibn-a [31] 32.9±6.7 67.2±4.7 81.6±3.7 4

HACNN [32] 21.8 59.5 67.5 -
PCB [39] 22.9 61.2 78.3 -
DCN [40] 26.0 71.7 85.3 -
STN [41] 27.5 69.5 83.2 -

Yang et al. [13] 34.4 77.3 88.1 -
Jin et al. [18] 37.6 82.3 93.7 -
Hong et al. [17] 54.5 86.4 - -
Ours (LSD) 37.2±6.7 68.7±2.0 80.5±4.1 4
Ours + re-ranking 42.7±4.2 71.2±3.5 81.5±2.4 5

The best and second-best results are in Bold and Underline styles, respectively.
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4.3.4. Discussion
As indicated in Tables 1 and 2 the proposed method has outperform

several existing long-term re-id methods, while it can provide reliable
results for short-term re-id task. Our interpretation of the superior per-
formance of our method in both tasks is that, holistic CNNs can provide
discriminative representation based on the identity (rather than clothes
and background) when we use an aggregation loss function, in which
we learn the ID labels using a cross-entropy loss term and penalize
the learning of the ID-unrelated features by a similarity loss term. In
fact, learning the identity cues by an aggregation loss function implicitly
prevents the model from predicting the identity of people based on
their clothes and background. Whereas, architectural based design
may explicitly limit the model, which results into better long-term re-
id but may degrade the short-term re-id accuracy.

As observed in Table 3, the results on the NKUP dataset have fallen
behind the results obtained on the LTCC and PRCC datasets. We identify
three factors that cause this degrading performance: 1) in our
othes in the gallery set (at left-side), 2)when the query's outfit is not changed in the gallery
from the mean values were shown by ± .

Cameras A and B (same
clothes)

AP R-1 R-10 R-20 mAP

47.4 81.4 90.4 -
54.2 84.1 91.2 -

5.3±6.6 76.3±5.0 94.0±1.6 97.4±0.6 82.6±3.8
7.8±2.1 69.1±8.9 94.4±4.0 97.6±2.2 78.4±5.1
6.6±3.2 76.7±4.6 96.0±1.7 97.9±0.6 83.9±2.6
4.1±5.0 84.8±3.6 98.3±1.5 99.5±0.4 89.8±2.0

82.5 98.1 99.0 -
86.9 98.8 99.6 -
61.9 92.1 97.7 -
59.2 91.4 96.1 -

64.2 92.6 96.7 -
86.0 98.8 99.7 -
98.8 100.0 - -

7.6±3.4 93.6±1.7 99.5±0.6 99.8±0.1 95.8±1.1
2.2±2.2 97.9±0.4 99.8±0.0 99.9±0.0 98.7±0.1



Table 3
Results on the face-covered NKUP dataset. In the standard-setting evaluation, samples of the query personwith the same camera are disregarded from the gallery, and in the cloth-chang-
ing setting, the photos of the query person with identical clothes and the same camera are discarded from the gallery. The results of the methods marked with * are taken from [24].

Methods Standard setting Cloth-changing setting

R-1 R-5 R-10 R-50 mAP R-1 R-5 R-10 R-50 mAP

resnet-50 [28] 17.0 29.7 36.7 55.8 11.3 15.0 29.3 35.4 57.9 10.5
se-resnext [30] 16.7 25.5 31.2 46.4 11.7 15.7 24.6 29.6 45.4 11.3
senet [30] 18.2 25.2 30.6 56.7 11.1 15.7 23.2 29.3 58.2 9.3
resnet50-ibn-a [31] 17.0 31.5 37.6 61.5 10.7 14.6 30.7 37.1 62.5 10.3

PCB [39]* 16.9 25.6 30.1 - 12.4 - - - - -
MGN [43]* 18.8 28.8 33.0 - 15.0 - - - - -

Ours (LSD) 16.4 27.9 34.8 53.3 10.2 13.9 23.9 31.8 50.4 7.8
Ours + re-ranking [34] 19.7 24.8 29.1 45.2 15.6 16.4 21.8 26.1 42.1 12.3

The best and second-best results are in Bold and Underline styles, respectively.
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framework, we consider the face as a reliable source of identity (a long
term feature), but the faces of the individuals are masked in the NKUP
dataset, 2) the resolution of the samples is extremely low, with 20% of
the data having less than 800 number of pixels (see Fig. 5) and therefore
the quality of the identity-based cues (e.g., body curves and hair-style)
is reduced, 3) the NKUP dataset includes 8 outdoor cameras, causing
more variety in illumination, body pose, and subject distance from the
camera. These factors directly degrade the performance of our pre-
processing step such that the holistic body key-points detector,
i.e., Poseflow, cannot detect the body key-points of about 10% of sam-
ples in the NKUP dataset, making it impossible for the pre-processing
module to extract the short-term features. Our ablation studies pre-
sented in Table 4 confirm this statement, indicating an exponential per-
formance drop from 35.2%/13.7% of rank-1/mAP for input resolution of
256 × 128 to 8.4%/4.6% of rank-1/mAP for input resolution of 32 × 16,
when trained and evaluated on the LTCC dataset. Moreover, when the
resolution of data is highly degraded, from a certain level, the identity-
based characteristics are diminished such that even human operators
fail to re-identify the correct person.

5. Ablation studies

We performed several experiments with different backbones and
input image sizes to evaluate the performance of the proposed LSD
model in various conditions and find the limits of our method. The ex-
periments in this section were carried out on the LTCC dataset, and
the LSD model was trained for 50 epochs, and results were reported
after the re-ranking process. The other settings remained as same as
the previous experiments.

Left section of Table 4 shows the experiment results of the LSD for
five different image resolutions from 32× 16 to 512× 256 and indicates
Table 4
The performance of the proposed LSD model with different residual backbones and input
resolutions, when trained for 50 epochs on the LTCC data set. When architecture is chang-
ing, the input resolution is fixed to 256 × 128, and when input resolution is changing, the
senet154 architecture is used. SS and CCS stand for Standard Setting and Cloth-Changing
Setting, respectively.

Architecture SS CCS Input
resolution

SS CCS

R-1 mAP R-1 mAP R-1 mAP R-1 mAP

resnet50 52.3 26.0 20.4 10.0 32 × 16 21.5 9.8 8.4 4.6
resnet101 47.9 24.9 17.1 10.0 64 × 32 43.2 23.1 15.3 8.8
resnet152 51.7 26.2 18.9 10.1 128 × 64 62.5 35.6 24.7 12.7
se-resnet101 56.2 29.6 22.4 11.6 256 × 128 70.0 39.5 35.2 13.7
se-resnet152 55.0 28.7 21.4 10.2 512 × 256 69.8 41.4 35.7 17.4
se-resnext101 55.8 27.9 23.0 11.4
resnet50-ibn-a 57.8 30.0 23.7 11.5
senet154 58.6 29.1 27.8 11.7

The best and second-best results are in Bold and Underline styles, respectively.
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that the improvement of the rank-1 accuracy saturates when the size of
the images is increased from 256 × 128 to 512 × 256. In contrast, the
mAP increases sharply in cloth-changing settings, from 13.7% to 17.4%.
The reason behind the variation of accuracy is that, when we reduce
the size of the images, some critical information (details probably) are
lost permanently, whereas when we resize the images to 512 × 256,
no extra detail are induced fromdata, probably because of the limits im-
posed by the image-quality of the captured data from far distances by
the surveillance cameras. Furthermore, we trained and evaluated our
model with several different feature extraction backbones. As shown
in the right section of Table 4, the se-resnet models achieve better re-
sults than plain resnet methods. The proposed framework achieves bet-
ter results when implemented based on the resnet50-ibn-a, with 57.8%/
30.0% and 23.7%/11.5% of rank-1/mAP for the standard and cloth-
changing settings, respectively. Moreover, these numbers improve to
58.6%/29.1% and 27.8%/11.7%, when the senet154 model is used as the
backbone feature extractor.

6. Conclusions

Long-term person re-id aims at retrieving a query ID from a gallery,
where elements are expected to appear with different clothing, hair-
styles, or other accessories. This is an extremely ambitious setting,
where themajority of the existing re-id methods still have poor perfor-
mance. Hence, our primary motivation in this paper was to find alter-
nate feature representations that are naturally insensitive to short-
term re-id features. In this context, manually annotating large amounts
of long-term instances for feeding supervised classification frameworks
would be an insurmountable task, not only due to the lack of available
data but also to the amount of human resources required for the task.
Based on these observations, we proposed a Long-term/short-term fea-
ture decoupler model, where the most innovative point is to naturally
learn long-term representations while ignoring the typically varying
short-term cues (clothing style, body shape, and background). To this
end, we proposed an image transformation pipeline over the ID-
related regions (the head and the body shape) and created a model
(STE-CNN) that identifies the most relevant short-term features. These
representationswere then separated from the long-term representation
via the cosine similarity loss function. The experimental results on the
state-of-the-art cloth-changing benchmarks confirmed the effective-
ness of the proposed method by consistently advancing the perfor-
mance with respect to the existing techniques.
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