
1

Experiments with Ocular Biometric Datasets: A
Practitioner’s Guideline

Zahid Akhtar∗, Gautam Kumar†, Sambit Bakshi†, Hugo Proença‡

∗INRS-EMT, University of Quebec, Montreal, Canada
†Computer Science & Engineering, National Institute of Technology, Rourkela, India

‡IT: Instituto de Telecomunicações, University of Beira Interior, Portugal

Abstract—Ocular biometrics is the imaging and use of features
extracted from the eyes regions for personal recognition. Ocular
biometrics is a promising research field owing to factors such
as recognition at a distance and suitability for recognition with
regular RGB cameras, especially in visible spectrum on mobile
devices. To ensure that ocular biometric academic researches
have a positive impact on future technological developments, this
paper provides a review of ocular databases available in litera-
ture, diversities among these databases, design and parameters
consideration issues during acquisition of database and selection
of appropriate database for experimentation. Open issues and
future research directions are also discussed to identify the path
forward.

I. INTRODUCTION

Biometrics is being used in several applications ranging
from civilian (e.g., banking) to law enforcement (e.g., pass-
port). There exist various biometric traits (see Figure 1a) and
their choice depends upon the application. Face, iris, periocular
region, fingerprint, voice, and signature are some of the most
adopted biometric traits. Table Ia shows a comparison of
biometric traits, advantages and challenges. Ocular biometrics
(Figure 1d) that refers to recognizing an individual via iris,
retina, sclera, periocular or eye movements has become an
active research field across the globe due to its high ability
of yielding recognition accuracy and it being relatively a
bit less-invasive, -constrained, and -need of user-cooperation
[19]. While developing different systems based on different
biometric traits, experiments needs to be conducted to validate
the uniqueness, robustness, and feasibility of a particular trait.
There are several databases available publicly that can be
experimented upon. These public databases are a vital ingre-
dient of ongoing ocular biometrics based research. They are
needed in system/algorithm development, creating a platform
to be used for comparing works of different research groups,
and introducing new challenges to the research and industry
community. A wrongly chosen dataset will produce poor result
and forge the objective of experiment leading thus to giving
a false sense of progress. To ensure a great impact on future
technological developments, this article emphasizes on proper
choice of datasets for experimentation on ocular biometrics.

Particularly, we provide some guidelines for the researchers
and product developer to focus on proper choice of database
and evaluation of ocular biometrics algorithms and systems.

We hope that following these guidelines will enhance the like-
lihood of the results obtained in a laboratory generalizing to
the operational scenarios. Further, open issues and challenges
are highlighted, and potential future research directions are
discussed.

II. WHAT DIVERSITY IS AVAILABLE IN OCULAR
BIOMETRIC DATABASES

Ocular biometric databases basically contain different im-
ages/videos from various subjects in a maintained data struc-
ture. The data collected in an ocular biometric database
contains following features (usually a subset of these features):

1) Imaging Technique variation
Images in a database can be of three types according to
their mode of capturing:

a) Direct Capture: Samples are captured directly through
sensor usually in Visual (VS) or Near Infrared (NIR)
spectrum and stored in lossless manner. Ocular recog-
nition using different imaging modalities may result
in different scores and should be reported accordingly.
Tables Ib, IIa and IIb represent some commonly used
ocular datasets. Some sample images are shown in Fig
1b.

b) Scanned Capture: Samples are scanned from printed
images that have been captured before. It takes advan-
tage of fast data processing by extracting only those
part where important information is found [1].

c) Latent Capture: Samples are captured from some im-
pression of the image (reflection of face image on
mirror/glass).

2) Image quality variation The images may be of different
quality, which can be obtained during data collection by
changing sensor or computer-aided algorithms after data
collection. Three types of variations are:

a) Spatial resolution variation: Spatial resolution is num-
ber of pixels in a unitary length, i.e., pixel-per-inch
(ppi) that mainly depends on sensor. Higher resolution
commonly leads to higher authentication accuracy [16].

b) Bit-depth variation through bit-plane slicing: Bit depth
is color information stored in the image. Images with
higher bits are expensive in terms of space, thus bit
plane slicing method is used. Varying bit-depth leads
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Fig. 2. A large number of body traits have been proposed and used for
person recognition. Fingerprint, face, and iris modalities shown in the
first row are the three most popular biometric traits in deployed sys-
tems. Traits such as palmprint and DNA (depicted in the second row) have
legacy databases and are currently being used primarily in law enforce-
ment and forensics. The third row shows traits that have been deployed
in commercial applications, primarily for verification operation (one-to-
one matching). Finally, the last two rows show traits like gait, ear, sclera,
keystroke dynamics, ECG, and EEG signals, which have been proposed
by researchers for person recognition in niche applications, but are yet to
attain su�cient level of technological maturity for deployment.

lar application. Often, other practical issues such as through-
put, cost, return on investment (ROI), user experience, template
size, resistance to spoof and template attacks, and ease of sys-
tem integration must also be given due consideration during the
selection of a biometric trait.

Due to the diverse nature of biometric applications (e.g., mo-
bile phone unlocking to international border crossing), no sin-
gle biometric trait is likely to be optimal and satisfy the re-
quirements of all applications. In many cases, a combination
or fusion of multiple biometric traits may be required to attain
the desired level of performance; such systems are generally
referred to as multibiometric systems (Ross et al., 2006). One
such example is the Aadhaar system in India, where there is a
need to distinguish between individuals in a database involv-
ing hundreds of millions of identities7. Therefore, the Aadhaar
system uses all ten fingerprints and both irides of subjects for
de-duplication of identities.

It is important to emphasize that the design of a biometric
system generally involves a complex interplay of factors re-
lated to user interaction (with the biometric sensor), the end-
application, and the biometric recognition technology. For ex-
ample, consider a financial application like Internet banking,
where the overarching objective of using a biometric system is
to minimize the losses incurred due to fraudulent transactions
without causing too much inconvenience to the genuine cus-
tomers. In this scenario, the bank needs to decide whether a
particular transaction should be authorized or declined. Hence,
the level of authentication required will depend on the risk asso-
ciated with a transaction. A simple authentication scheme (e.g.,
account number and PIN) may be su�cient for an account bal-
ance inquiry, while a much higher level of identity assurance
(e.g., a strong biometric match) may be required to perform a
high-value funds transfer. It is also possible to combine the bio-
metric match score with other contextual information such as
customer’s past transaction history and current location of the
customer to generate an overall risk score, which can form the
basis for the authorization decision. Thus, designing a biomet-
ric system not only requires knowledge of biometric technol-
ogy, but also a good understanding of application requirements
and issues related to human factors, ergonomics, and environ-
mental variables.

2.2. Core Research Challenges in Biometrics

The main objective of a biometric system is to recognize in-
dividuals accurately. This in turn implies that a biometric sys-
tem must have low recognition error rates. While false match
rate (FMR) and false non-match rate (FNMR) quantify the er-
rors in a verification system, false positive identification rate
(FPIR) and false negative identification rate (FNIR) are used
as the error metrics in an identification system. The condi-
tional entropy8 H(Y |Ŷ), where Y and Ŷ are the true and pre-
dicted identities, respectively, is a function of the recognition

7As on 15th December 2014, more than 720 million Aadhaar numbers have
been issued.

8Intuitively, H(Y |X) measures the uncertainty in Y given X.
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Fig. 1. Left: elements of the periocular region. Right: region of interest around the eye
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Fig. 2. Samples of databases used in periocular research. Top row: facial databases.

Middle: iris databases. Bottom: periocular databases.

databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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Fig. 2. Samples of databases used in periocular research. Top row: facial databases.

Middle: iris databases. Bottom: periocular databases.

databases mostly used for this purpose. The ‘best accuracy’ shown in
Table 1 should be taken as an approximate indication only, since dif-
ferent works may employ different subsets of the database or a dif-
ferent protocol. A general tendency, however, is that facial databases
exhibit a better accuracy. These are the most used databases, so each
new work builds on top of previous research, resulting in additional
improvements. The accuracy with newer periocular databases are
only some steps behind, demonstrating the capabilities of the peri-
ocular modality even in difficult scenarios, where new research leaps
are expected to bring accuracy to even better levels. The following
is a short description of each database, highlighting the features not
contained in Table 1.

2.1. Facial databases

M2VTS has video of people counting ‘0’–‘9’ in their native lan-
guage and rotating the head left-right. AR has frontal view with dif-
ferent expressions, illumination, and occlusions (sun glasses, scarf).
GTDB: Georgia Tech has frontal/titled faces with cluttered back-
ground, four expressions and lightning/scale change. Caltech has
frontal pose under with different lighting/expressions/backgrounds.
FERET: Facial Recognition Technology has variations of illumina-
tion, expression, pose (frontal, left/right), race, glasses, etc. CMU-H:
CMU Hyperspectral has videos in the range 450nm-1100 nm, in steps
of 10nm. Three halogen lamps surrounding the face was used individ-
ually one at a time, and all together (four lightning conditions). FRGC:
Face Recognition Grand Challenge has controlled/uncontrolled and

3D images. Controlled images were taken in a studio setting, and un-
controlled images in hallways, atria, or outdoors, with varying light-
ning and distance. MORPH aging (Album1) has scanned mug-shots
taken between 1962 and 1998, with age of the subjects ranging 15–
68 years old. The gap between first and last images is from 46 days
to 29 years. Images are near-frontal, with many types of illumina-
tion and eye occlusions. PUT has partially controlled illumination,
uniform background and pose variation. Most images have neutral
expression, although a small set has no constraints on pose or ex-
pressions. MBGC v2: Multiple Biometric Grand Challenge is orga-
nized into 3 challenges: (i) Portal, (ii) Still Face and (iii) Video. Only
i and ii have been used in periocular research. Portal data has sub-
jects walking naturally through a portal, acquired simultaneously
with NIR and VW video cameras. Therefore, many image perturba-
tions appear. In the NIR sequences, some frames are too dark or too
bright since the NIR lights shine only for a short time. Still Face data
has high resolution images with controlled/uncontrolled illumina-
tion and frontal/non-frontal collected both in a studio environment
and in hallways/outdoors. Plastic Surgery has one pre- and one post-
surgery image for each person, both frontal, with proper illumination
and neutral expression. ND-twins has images of twins under vary-
ing lighting (indoor/outdoor), expression (neutral/smile), and pose
(frontal/non-frontal). Compass has four manners (neutral, smiling,
eyes closed, facial occlusion) at two distances (10 m and 20 m) ac-
quired with a pan-tilt-zoom (PTZ) camera. FG-NET Aging has subjects
from multiple race, large variation of lighting, expression, and pose.
The age range is 0–69 years, with images taken years apart. CASIA
v4 Distance has high-resolution frontal NIR images with neutral ex-
pression acquired at ∼3 m. FaceExpressUBI has seven expressions,
with location/orientation of the camera and light sources changed
between sessions.

2.2. Iris databases

BioSec, CASIA Interval v3 and IIT Delhi v1.0 have NIR images ac-
quired with close-up iris cameras. UBIRIS v2 has VW images acquired
between 3–8 m with a digital camera. The 1st session has controlled
conditions, and the 2nd session was captured in a real-world setup
(natural light, reflections, contrast change, defocus, occlusions, blur
and off-angle). MobBIO has VW images from a Tablet PC with two
lighting conditions, variable eye orientations and occlusions. Distance
to the camera was kept constant. Annotation of the iris databases de-
scribed, or a subset of them, have been made available [5,24].

2.3. Periocular databases

UBIPr was acquired with a digital camera, with distance, illumi-
nation, pose and occlusion variability. The distance varies between
4–8 m in steps of 1 m, with resolution from 501 × 401 pixels (8 m)
to 1001 × 801 (4 m). FOCS: Face and Ocular Challenge Series has
images from NIR videos of subjects walking through a portal (as
in MBGC). A large number of images are of very poor quality, with
high variations in illumination, out-of-focus blur, sensor noise, spec-
ular reflections, partially occluded iris and off-angle. The iris is very
small (∼50 pixels wide). IMP: IITD Multispectral Periocular has
three spectrums: NIR, VW, and Night Vision. The NIR dataset is cre-
ated with a close-up iris scanner, the VW dataset with a digital cam-
era at 1.3 m, and the night dataset with a handycam in night mode.
CSIP: Cross-Sensor Iris and Periocular has images with four differ-
ent smarphones. Ten different setups are included by capturing with
both frontal/rear cameras and with/without the flash embedded in
the device. The resolution of each camera is different, ranging from
640 × 480 to 3264 × 2448. Participants were captured at different
sites with artificial, natural and mixed illumination. Noise factors in-
clude multiple scales, chromatic distortions, rotation, poor lightning,
off-angle, defocus, and iris obstructions (including reflections).
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Fig. 2. Examples of eye images captured using front fac-
ing (selfie) cameras of three different mobile devices (L-R):
iPhone, Oppo, Samsung.
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∑
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(xi,j − yi,j)
2

xi,j + yi,j
(1)

d(x, y) =

√∑

i,j
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• All distances are normalized using hyperbolic tangent
method:

s′
k =

1

2

{
tanh

(
0.01

(sk − µ

σ

))
+ 1

}
(3)

where µ and σ are mean and standard deviation. The
constant 0.01 determines spread of normalized genuine
scores. The distance to similarity transformation is ob-
tained by subtracting the normalized scores from 1.

• To increase the importance of more reliable features,
the resulting four matching scores (s′) are combined
via weighted sum rule:

S =
4∑

i=1

wis
′
i (4)

where wi is the weight such that
∑

wi = 1.

• Operating threshold computed on training dataset is
used to decide whether user is genuine or impostor [6].

4. EXPERIMENTS

Here, we provide a large scale experimental evaluation of our
method for mobile ocular biometrics in the visible spectrum.

4.1. Dataset

Recently, a new large scale data set, named VISOB (Visible
Light Mobile Ocular Biometric), was collected in mobile
environment under non-controlled sample variations, acqui-
sition and setups. The public VISOB dataset is composed
of 550 subjects comprising of eye images captured using
front facing (selfie) cameras of three different mobile de-
vices, namely Oppo (13 MP), Samsung and iPhone. For each

Dataset No. of Users No. of Genuine Scores No. of Impostor Scores
Left Eye Right Eye Left Eye Right Eye Left Eye Right Eye

iphone day light short 430 430 2240 2460 1212304 1232267
iphone dim light short 458 467 1682 1710 871003 892790
iphone office short: iphonesmall 540 543 2240 2250 1270703 1283562
iphone office short: iphone office short 540 543 2240 2250 1270703 1283562
oppo day light short 561 477 2299 1920 1014400 1014400
oppo dim light short 528 528 3694 3692 2028212 2027128
oppo office light short 549 548 4899 4867 2768859 2748863
samsung day light short 410 416 1487 1584 734881 785398
samsung dim light short 491 503 1964 2135 1041676 1139740
samsung office short 554 565 2317 2445 1312851 1395019

Table 1. Characteristics of datasets used in the experiments.

device, three different subsets are provided that correspond
to three different lighting conditions: regular office, dim light
(indoors) and bright daylight (outdoors). Each subset con-
tains respective enrollment and (short term) verification sets.
This dataset specifically presents possible intra-class varia-
tions due to the nature of mobile front facing cameras and
everyday mobile biometrics use cases, such as out-of-focus
images, occlusions due to prescription glasses, different illu-
mination conditions, gaze deviations, eye-makeup (i.e., eye
liner and mascara), specular reflections, and motion blur. Fig.
2 shows examples from the VISOB database.

4.2. Experimental Protocol

Since distinct enrollment and verification subsets are provided
for each camera, therefore we used enrollment subset to cre-
ate template database and verification subset for performance
evaluation. For each subject, several samples both in enroll-
ment and verification are present, thereby resulting in number
of templates and verification attempts per user. During verifi-
cation, a give probe sample is matched against all templates of
specific subject, and the average value is taken as final match
score. The size and characteristics of data sets used in experi-
ments are reported in Table 1. Experiments were performed in
recognition mode and performance of the system is reported
in Receiver Operating Characteristic (ROC) curves and EER
(Equal Error Rate). We evaluated the performance of the sys-
tem independently for the right eye and the left eye samples.
The matching scores were fused using Eq. 4 with weights
0.12, 0.30, 0.18 and 0.40 for PHOG, MLBP, SIFT and SURF
features, respectively. The weights were estimated using Lo-
gistic Linear Regression.

4.3. Experimental Results

The results of mobile ocular biometric recognition in visible
spectrum are presented in Table 2 in terms of EER (%) and
corresponding ROCs are shown in Fig. 3. For the sake of
space, we reported only the ROCs results on four data subsets.

Several observations may be extracted from Table 2 and
Fig. 3: i) the proposed method presents a high potential as
a simple, fast and novel method for ocular biometric recog-
nition in visible spectrum on mobile devices, which reaches
a great recognition accuracy for different data subsets in-
corporating diverse practical conditions such as cameras,
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Fig. 8. Example eye images from VISOB database [122].

Table 2 shows the characteristics of the database, feature rep-
resentation, classification scheme used and results of published
methods on conjunctival vasculature. It can be seen that:

• Except for UBIRIS dataset, most of the existing schemes are
evaluated on in-house database of very small size. Therefore,
the reported results may not be statistically significant.

• Average EER of reported schemes is 5.1% but more recent
publications have achieved EERs that are well below 0.1%,
suggesting rapid advances for this nascent biometric modality.

• Least error rate of 0.13% on UBIRIS dataset is reported
for line descriptor-based method [157]. Highest accuracy of
100% is reported for minutiae-based feature extraction with
point pattern-based matching algorithm [41] but on in-house
database of very small size (72 images from 6 subjects).

Table 3 tabulates the results from existing studies reported on peri-
ocular biometrics. It can be seen that mostly texture descriptors (such
as LBP, BSIF, GIST, SIFT and SURF) are used for feature representation

for periocular biometrics. The reported EER on UBIRIS pertaining to
periocular region is also very high ranging from 12.5% to 31.87%,
which suggest room for improvement in terms of novel represen-
tation and classification schemes. The highest reported accuracy on
periocular biometrics is 93.98% using Maximum Response filters with
Deep Neural Network evaluated on VISOB database [111].

Table 4 tabulates the published academic studies on intra-
ocular fusion using iris, periocular and conjunctival vasculature
(CV). In existing studies, fusion of these modalities is usually per-
formed using simple sum-rule [51,90,112,138]. These intra-ocular
fusion schemes were evaluated on UBIRIS.v2 [90,138], VISOB [4]
and In-house databases [51,112,149]. The average error rate of the
existing intra-ocular fusion schemes is 1.4%. Least error rate of
0.61% is reported on fusing iris and periocular biometrics based on
BSIF feature extraction and SRC-based classification using weighted
sum rule. However, this study was evaluated on an in-house
databases [117]. Therefore, there is a need for better fusion schemes,
for instance, by incorporating image quality and device characteris-
tics followed by evaluations on large sale public databases.

Table 1
Database characteristics, feature representation, classification method and results of the published methods on iris recognition in the visible spectrum. Accuracy (ACC) or EER was
reported by the authors in their original implementation.

Reference # of subjects and # of images/captures Database Feature representation Classification method EER or accuracy (ACC)

[107] 241, 1877 UBIRIS.v1 2D Gabor wavelets Hamming distance 4.5% (EER)
[97] 241, 1877 UBIRIS.v1 2D Gabor wavelets Hamming distance 1.6% (EER)
[148] 241, 1877 UBIRIS.v1 2D Gabor wavelets Hamming distance 18.6% (EER)
[106] 241, 1877 UBIRIS.v1 Circular symmetric filters Nearest neighbor, Parzen classifier 4.3% (EER)
[124] 241, 1877 UBIRIS.v1 Direct least square SVM 84.1% (ACC)
[71] 261, 11102 UBIRIS.v2 Log-Euclidean covariance matrices Hamming distance 18.09% (EER)
[73] 181, 1000 Subset of UBIRIS.v2 Tensor decomposition SIFT Hamming distance 25.1% (EER)
[140] 171, 1000 Subset of UBIRIS.v2 Geometric key Hamming distance 16.6% (EER)
[110] 261, 11102 UBIRIS.v2 1D Gabor filter Hamming distance 16.9% (EER)
[104] 261, 11102 UBIRIS.v2 2D Gabor wavelets Hamming distance 15.2% (EER)
[130] 261, 11102 UBIRIS.v2 Color information Chi-square distance metric 16.9% (EER)
[25] 261, 11102 UBIRIS.v2 Zernike moments SVM 2.7% (EER)
[139] 171, 1000 Subset of UBIRIS.v2 Zernike moments XOR operation 11.9% (EER)
[25] 261, 11102 UBIRIS.v2 Zernike moments Pixel-based classification 2.7% (EER)
[99] 261, 11102 UBIRIS.v2 2D Gabor wavelets Hamming distance 81.6% (ACC)
[67] 261, 11102 UBIRIS.v2 Local Radon transform Hamming distance 63.5% (ACC)
[146] 261, 11102 UBIRIS.v2 LBP Adaboost 92.5% (ACC)
[68] 171, 1000 Subset of UBIRIS.v2 Sparse orientation code SRC 48.0% (ACC)
[155] 241, 1877 UBIRIS.v1 Iris color texton Diffusion distance 70.0% (ACC)

171, 1000 Subset of UBIRIS.v2
[98] 241, 1877 UBIRIS.v1 Color and shape descriptors Posterior probability 70.0% (ACC)

171, 1000 Subset of UBIRIS.v2
[56] 241, 1877 UBIRIS.v1 Shape features Hamming distance 75% (ACC)

135, 800 Subset of UBIRIS.v2
[116] 50, 1600 MICHE I K-mean clustering SRC 0.31% (EER)
[119] 50, 1600 MICHE I 2D Gabor wavelets Hamming distance 44.3% (ACC)
[14] 50, 1600 MICHE I Spatial histogram Mahalanobis distance 70.0% (ACC)
[121] 50, 1600 MICHE I Deep sparse filtering L − 2 norm 17.5% (EER)

28, 560 VSSIRIS 11.5% (EER)
[145] 46, Video stack In-house 2D Gabor wavelets Hamming distance 0.11% (EER)
[120] 84, 21000 In-house 2D Gabor wavelets Hamming distance 2.4% (EER)
[117] 84, 420 In-house BSIF SRC with L1 minimization 1.05%(EER)
[21] 24, 120 In-house Gabor filters Hamming distance 97.2% (ACC)
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Iris databases
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Face databases
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Fig. 2. Mismatched pairs. These are the first six mismatched pairs in the
database under View 1, as specified in the file pairsDevTrain.txt.

will be an important tool in studying the unconstrained pair
matching problem.

While some other databases (such as the Caltech 10000
Web Faces [1]) also present highly diverse image sets, these
databases are not designed for face recognition, but rather for
face detection. We now discuss the origin for Labeled Faces
in the Wild and a number of related databases.

Faces in the Wild. The impetus for the Labeled Faces in
the Wild database grew out of work at Berkeley by Tamara
Berg, David Forsyth, and the computer vision group at UC
Berkeley [3], [4]. In this work, it was shown that a large,

partially labeled, database of face images could be built by
using imperfect data gathered from the web. In particular, the
Berg database of faces was built by jointly analyzing pictures
and their associated captions to cluster images by identity. The
resulting data set, which achieved a labelling accuracy of 77%
[3], was informally referred to as the “Faces in the Wild” data
set.

However, since the database was not originally intended to
act as training and test data for new experiments, it contained
a high percentage of label errors and a high percentage of
duplicated images. As a result, various researchers derived
ad hoc subsets of the database for new research projects
[14], [15], [25], [27]. It seemed that there would be sufficient
interest in a clean version of the data set to warrant doing the
job thoroughly and publishing a new database.

Before addressing the details of LFW, we discuss some of
the databases most closely related to it. While these databases
share some features with LFW, we believe that LFW represents
an important contribution to existing databases, especially for
studying the problem of unconstrained face recognition.

The Face Recognition Grand Challenge Databases [28].
The Face Recognition Grand Challenge (FRGC) was not
just a set of databases, but a carefully planned scientific
program designed to promote rigorous scientific analysis of
face recognition, fair comparison of face recognition tech-
nologies, and advances in face recognition research [28]. It
represents the most comprehensive and scientifically rigorous
study of face recognition to date. We applaud the organizers
and implementers of the FRGC, and believe that the FRGC,
along with earlier vendor tests, have been important motivators
and reality checks for the face recognition community. The
FRGC was successful in stimulating researchers (in both the
private sector and academia) to achieve certain milestones in
face recognition.

The goals of our research, and hence of our database, are
somewhat different from the goals of the FRGC. One of the
key differences is that the organizers of the FRGC wished to
study the effect of new, richer data types on the face recogni-
tion problem. The databases for the FRGC thus include high
resolution data, three-dimensional scans, and image sequences
of each individual. (The databases contain more than 50,000
total recordings, including 3D scans and images.) Each of
these data types is potentially more informative than the simple
and moderate resolution images of our database. While one of
the major goals of the FRGC was to study how higher fidelity
data can help make face recognition more accurate, the goal of
Labeled Faces in the Wild is to help study the problem of face
recognition using previously existing images, that is, images
that were not taken for the special purpose of face recognition
by machine. Thus, from the beginning we decided to build
our database from previously existing photographs that were
taken for other purposes.

Another important difference between the data sets associ-
ated with the FRGC and our data set is the general variety
of images. For example, while there are large numbers of
images with uncontrolled lighting in the FRGC data sets, these
images contain a great deal less natural variation than the
LFW images. For example, the FRGC outdoor uncontrolled

LFW
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Fig. 1: (a) Examples of characteristics that have been proposed and used for person recognition. (b) Samples of databases used
in ocular biometric research. (c) Image acquisition setup. (d) Ocular biometric modalities.

to variations in informative features of the image and
accuracy.

c) Focus variation to obtain focused and blurred images
of different degrees: Change in focus produces images
of varying quality such as samples with out-of-focus
blur. Both hardware and software can be used obtaining
samples with varying focus properties. Techniques and
standards are available for assessing focus/quality of
biometric images [2].

3) Human involvement variation :
a. Constrained involvement: Different impressions of
same subject can be captured by involvement of human
variation in biometric system. Under constrained condi-

tion, e.g., subject follows mentioned expression, for data
collection.
b. Pseudo-unconstrained scenario: Database images in
such scenario are acquired under uncontrolled or less
constrained environment.

4) Session: Time separation between two successive data
acquisition round is known as session. M2VTS [3] is an
example of session based face database consists of audio
recordings and video sequences of 37 subjects uttering
digits 0 through 9 in five sessions spaced apart by at
least one week.

5) Gender specification: Gender is an important demo-
graphic attribute, which can also be used for separate
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Trait Advantages Possible challenges
Iris High dimensional feature can be extracted; Higher accuracy in NIR images than VS images;

Difficult to spoof; Permanence of iris; High cost of NIR acquisition device;
Secured within eye folds; Low recognition accuracy in unconstrained scenarios;
Can be captured in non-invasive way Low recognition accuracy for low resolution;

Occlusion due to use of lens;
Eye may close at the time of capture;
Do not work for keratoconus and keratitis patients

Face Easy to acquire; Not socially acceptable for some religions;
Yields accuracy in VS images; Full face template makes database large;
Most available in criminal investigations Variation with expression and age

Periocular Can be captured with face/iris region without Can be occluded by spectacle; Less features in case of
extra acquisition cost infants

Lip Existence of both global and local features Difficult to acquire; Less acceptable socially;
Shape changes with human expression

Ear Easy segmentation due to presence of contrast Difficult to acquire;
in the vicinity Can be partially occluded by hair

(a)

Database Research Lab Version Acquisition Device Images Subjects Resolution Color Model

UBIRIS

Soft Computing and
Image Analysis (SOCIA) v1 [6] Nikon E5700 1,877 241 800× 600 RGB
Group, Department of
Computer Science,
University of Beira v2 [5] Canon EOS 5D 11,102 261 400× 300 sRGB
Interior, Portugal

CASIA

TestV1 IrisGuard AD100 10,000 1,000 640× 480 Grayscale
IRISv1 Self-developed 756 108 320× 280 Grayscale

Iis Recognition Research IRISv2 OKI IRISPASS-h 1,200 60 640× 480 Grayscale
Group, Center for CASIA-IrisCamV2 1,200 60 640× 480 Grayscale
Biometrics and Security IRISv3-Interval Close-up iris camera 2,639 249 320× 280 Grayscale
Research, National IRISv3-Lamp OKI IRISPASS-h 16,212 411 640× 480 Grayscale
Laboratory of Pattern IRISv3-Twins OKI IRISPASS-h 3,183 200 640× 480 Grayscale
Recognition, Institute IRISv4-Interval Close-up iris camera 2,639 249 320× 280 Grayscale
of Automation, Chinese IRISv4-Lamp OKI IRISPASS-h 16,212 411 640× 480 Grayscale
Academy of Sciences IRISv4-Twins OKI IRISPASS-h 3,183 200 640× 480 Grayscale
Beijing, China IRISv4-Distance Long range iris camera 2,567 142 2352× 1728 Grayscale

IRISv4-Thousand Irisking IKEMB-100 20,000 1,000 640× 480 Grayscale
IRISv4-Syn By image synthesis 10,000 1,000 640× 480 Grayscale

ND-IRIS
Department of Computer Science &
Engineering, University of - Iridian LG EOU2200 64,980 356 640× 480 Grayscale
Norte Dame, USA

MMU

v1 LG IrisAccess2200 450 100 320× 280 Grayscale
Multimedia University
Malayasia Panasonic

v2 BM - ET100US 995 100 320× 280 Grayscale
Authenticam

BATH

Iris DB 400 8,000 200 1280× 960 Grayscale

University of Bath IrisGuard
Bath Iris DB 800 AD-100 Dual-Eye 16,000 400 1280× 960 Grayscale
United Kingdom Autofocus Camera

Iris DB 1600 32,000 800 1280× 960 Grayscale

UPOL [8]
Department of Computer Science,
Palacky University - SONY DXC-950P 3CCD 384 64 576× 768 RGB
Olomouc, Czech Republic

BioSec Biometric Recognition Group
ATVS - LG IrisAccess EOU3000 3,200 200 640× 480 Grayscale

IITD [10]
Biometrics Research Laboratory
IIT Delhi v1.0 JIRIS, JPC1000, digital CMOS 1120 224 320× 240 Bitmap

iPhone5 1600 50 1536 ×2048 RGB
MICHE Biometric and Image Processing Lab v1 Galaxy Samsung IV 1600 50 2322 ×4128 RGB

Galaxy Tablet II 1600 50 640 ×480 RGB

MobBIO
Visual Computing and
Machine Intelligence (VCMI) - TF300T-000128 384 105 300× 200 RGB
INESC Porto

(b)

TABLE I: (a) Comparison of biometric traits present in human face. (b) Review of Existing Iris Databases (Clicking on the
database name opens its official website).

http://iris.di.ubi.pt
http://www.cbsr.ia.ac.cn/english/IrisDatabase.asp
http://www.nd.edu/~cvrl/papers/ND-IRIS-0405.pdf
http://pesona.mmu.edu.my/~ccteo/
http://www.bath.ac.uk/elec-eng/research/sipg/irisweb/
http://phoenix.inf.upol.cz/iris/
http://atvs.ii.uam.es/databases.jsp
http://www4.comp.polyu.edu.hk/~csajaykr/IITD/Database_Iris.htm
http://biplab.unisa.it/MICHE/index_miche.htm
https://web.fe.up.pt/~mobbio2013/
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recognizers to improve accuracy. Most ocular databases
provide a detailed annotation of age and gender [14].

6) Age specification in session databases: Session
databases record the changes due to ageing in features
of subject over time, which can be used to improve
recognition accuracy [14].

7) Variation of environment : Most databases acquired
under controlled environment facilitate the study of spe-
cific parameters on biometric recognition. However, real
time data is unconstrained in nature were a practitioner
has no control over parameters. Environmental variations
largely affect the quality of acquired image in visible
spectrum [4]. Image acquisition location such as outdoor
(cloudy/sunny day) or indoor (improper illumination)
may constitute a problematic factor due to variation in
illumination. BioID [7] is an example of face database
acquired in indoor environment consist of 1521 images
of 23 different subjects .

8) Static or On-the-go Capture : Databases, e.g., UBIRIS
v2 [5], have distance variability, where subject is static
and standing at several stand-off distances with respect
to acquisition device/sensor. Recognition using these
databases require cooperative users which is not often
real. A few number of databases (e.g., MBGC [20])
consist on-the-go acquisition images were subject walk
through an acquisition portal.

9) Special Cases : Despite recent advances, there are several
special challenges still need to be solved, e.g., individual
with spectacles or identical twins. Various methods have
been proposed to distinguish twins, but still require
improvement for higher accuracy. Also, some diseases
affect iris and cornea that may have a negative impact on
the features [1].

III. HOW TO CHOOSE AN OCULAR BIOMETRIC DATABASE
FOR EXPERIMENTATION

Various ocular databases are publicly available for re-
search. Databases under constraint environments lack diversity,
thereby leading to low generalization capability of systems
devised using them. Databases acquired under unconstrained
environments with non-cooperative users (e.g., operations such
as recognition at a distance) contain glasses, contact lens,
thus facilitate the capability developing real-world robust
algorithms. Databases acquired in different spectrum produce
different outcomes. A researcher/practitioner should consider
their research criteria and above issues before choosing ocular
dataset(s). Database selection is application dependent, e.g.,
for face/ocular based uni-/multi-modal recognition of moving
users, one should choose video database such as M2VTS
[3] and CMU-H, whereas BioID [7] is suitable for indoor
applications. For large-scale and unconstrained evaluation,
Labeled Face in Wild (LFW) [16] can be useful. It is very
common practice by research community to use face and iris
databases also for ocular recognition systems, thus Table IIa
lists face databases collected in NIR and VS ranges, while Ta-
ble Ib refers iris databases. Number of test samples is another
criterion that needs to be considered while selecting database,

e.g., M2VTS [3] (1180 recording of 295 subjects acquired over
a period of four months) attracted many researchers which
facilitate evaluation of many algorithms in a set-up very close
to real-world settings. Few databases, e.g., VISOB (Visible
Light Mobile Ocular Biometric) [18], for periocular region is
specially imagined are available in public domain, as described
in Table IIb. As, iris databases contain eye and its immediate
vicinity including eyelashes, eyelids, nearby skin area and
eyebrows, which can be used as periocular features. In turn,
face databases may be cropped in a rectangular template using
eye areas to be latter utilized as periocular datasets. Bakshi et
al. [19] has proposed how to select optimally a rectangular
template around periocular region.

For choosing a proper database for experimentation, a
practitioner needs to know under which acquisition environ-
ment the database was captured. The following will discuss
a typical acquisition set up and the key components in it.
Understanding how to set up a biometric acquisition platform
and what variations can be there in acquisition parameters,
can help a practitioner choosing the right database for his/her
experimentation.

A. Image acquisition setup and issues

Setting up imaging environment is a critical first step to any
imaging application. Figure 1c shows the image acquisition
setup and parameters need to setup before acquisition of
images. Before acquiring images, following elements and
parameters need to be considered:

Setting up imaging environment is a critical first step to any
application. Figure 1c shows the image acquisition setup and
parameters need to set before acquisition. Before acquiring
images, following elements need to be considered:

1) Acquisition Device Parameters:
a) Imaging resolution: Quality of acquired image is

greatly affected by resolution. Though high-resolution
digitized images contain a wealth of features, they
require more storage space and vice-versa.

b) Imaging modalities: Since visual spectrum (VS) sam-
ples suffers from illumination [11], infrared (IR) imag-
ing sensors are gaining much interest. The short-wave
infrared (SWIR) (0.9–2.4µm) and near-infrared (NIR)
(0.7–0.9µm) spectra are reflective and eliminate indi-
rect illumination, usually providing good image quality
for recognition. SWIR and NIR spectrum databases
are useful in testing the cases where the application is
to be done in very much controlled environment with
cooperation of the subject.

c) Static or motion state: Contrary to static, moving
acquisition sensors usually produce blur images and
later require some enhancement for feature extraction.
Sometimes there is requirement to test the performance
of some method on motion blurred images. In those
cases databases with moving camera of object can be
considered for experimentation.

d) Focus Parameter: Setting proper focus parameter is
vital, as wrong parameters may result blurring of
acquired image.
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Database Research Lab Version Images Subjects Resolution Color Model

FERET
National Institute 768× 512
of Standards and v4 14,126 1,191 384× 256 RGB
Technology (NIST) 192× 128

PIE [11] Carnegie Mellon University - 41,368 68 3072× 2048 RGB
Multi-PIE Carnegie Mellon University - 7,50,000 337 3072× 2048 RGB

SCface

Video Communications 100× 75
Laboratory, Faculty of 144× 108 Grayscale
Electrical Engineering - 4,160 130 224× 168 and
and Computing, University and RGB
of Zagreb, Croatia 1600× 1200

Yale [12] Yale University, US - 165 15 640× 480 Grayscale
Yale B Yale University, US - 5,850 10 640× 480 Grayscale
ORL AT & T Laboratories Cambridge - 400 40 112× 92 Grayscale

UMIS University of Manchester, Institute of - 564 20 112× 92 Grayscale
Science and Technology

M2VTS [3] ACTS European Language Resource Agency v1.0 185 37 286× 350 RGB
AR [13] The Ohio State University - 3276 126 576× 768 Color Image
GTDB Georgia Institute of Technology - 750 50 640× 480 JPEG
Caltech Computational Vision Group - 450 27 896× 592 JPEG
CMU-PIE Vision and Autonomous Systems CMU - 750,000 337 3072× 2048 PNG
FRGC University of Notre Dame - 50,000 4,003 1704× 2272 RGB, 3D channels
MORPH University of North Carolina Wilmington - 55,000 13,000 400× 500 PGM
PUT Poznan University of Technology Poland - 10000 100 2048× 1536 JPEG
Plastic Surgery IIIT Delhi - 1800 900 200× 200 RGB
ND-Twins University of Notre Dame - 24,050 435 480× 640 RGB
FaceExpressUBI [15] University of Beira Interior - 90, 160 184 2056× 2452 Tiff
FG-NET Face and Gesture Recognition Working group - 1,002 82 400× 500 Gray Scale
CMU-H Carnegie Mellon University - 764 54 640× 480 videos

Compass CyLab Biometrics Center
Carnegie Mellon University - 3,200 40 128× 128 RGB

MBGC [20]

National Institute of v2 still 3,482 437 variable RGB, Range
Standards and Technology

v2 portal 628 114 2048× 2048 video

LFW [16]
Coumputer vision lab
University of Massachusetts, Amherst - 13,233 5749 250× 250 JPEG

(a)

Database Research Lab Version Images Subjects Illumination Resolution Color Model
UBIPr [1] University of Beira Interior, Portugal - 10950 261 VW Variable RGB
UBIPosePr [17] University of Beira Interior, Portugal - 2400 100 VW Variable RGB

FOCS
National Institute of
Standards and Technology - 9581 136 NIR 750× 600 Grayscale
Department of Commerce,U.S.

IMP [4]
Image Analysis and Biometrics Lab 620

62
NIR 640× 480 Grayscale

IIIT Delhi - 310 VW 600× 300 Grayscale
310 Night vision 540× 260 Grayscale

CSIP [2]
Soft Computing and
Image Analysis Lab - 2004 50 VW Variable RGB
University of Beira Interior

VISOB [18] University of Missouri - 5010381 550 VW 240× 160 RGB

(b)

TABLE II: (a) Review of Existing Face Databases (Clicking on the database name opens its official website). (b) Review of
Existing Periocular Databases (Clicking on the database name opens its official website).

e) Standoff distance: Distance between camera front lens
to user under inspection is called standoff distance,
which should be set according to acquisition area of
interest, and required degree of detail of the region of
interest.

2) Lighting Setup:
a) Source: Obtaining samples with clearly visible objects,

lighting conditions during image acquisition must be
considered carefully. LED, and laser are good source
of light, if arranged properly can reduce some illumi-
nation problems.

b) Characteristics of the Light Source:
i) Point light: It emanates concentric light and almost

parallel light when placed near and far away from
object, respectively.

ii) Diffuse light: It scatters light rays, so that an object
is lighted from several directions.

iii) Directed light: Directed light is described by rays
of light following a defined direction.

c) Imaging environment: Ambient light affects visual ap-
pearance of objects/users, therefore issues like outdoor
and indoor image acquisition, smoke, etc. are need to

http://www.itl.nist.gov/iad/humanid/feret/
http://www.ri.cmu.edu/research_project_detail.html?project_id=418&menu_id=261
http://www.multipie.org/
http://www.scface.org/
http://cvc.yale.edu/projects/yalefaces/yalefaces.html
http://cvc.yale.edu/projects/yalefacesB/yalefacesB.html
http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
http://www.ee.surrey.ac.uk/CVSSP/xm2vtsdb/
http://www2.ece.ohio-state.edu/~aleix/ARdatabase.html
http://www.anefian.com/research/face_reco.htm
http://www.vision.caltech.edu/html-files/archive.html
http://www.cs.cmu.edu/afs/cs/project/PIE/MultiPie/Multi-Pie/Home.html
https://www.nist.gov/programs-projects/face-recognition-grand-challenge-frgc
https://ebill.uncw.edu/C20231_ustores/web/store_main.jsp?STOREID=4
https://ebill.uncw.edu/C20231_ustores/web/store_main.jsp?STOREID=4
http://www.iab-rubric.org/resources.html
http://www.iab-rubric.org/resources.html
http://www-prima.inrialpes.fr/FGnet/html/members.html
http://www.consortium.ri.cmu.edu/hsagree/index.cgi
https://www.nist.gov/programs-projects/multiple-biometric-grand-challenge-mbgc
http://vis-www.cs.umass.edu/lfw/
http://socia-lab.di.ubi.pt/~ubipr/
http://socia-lab.di.ubi.pt/~ubipr/
https://www.nist.gov/programs-projects/face-and-ocular-challenge-series-focs
http://www.iab-rubric.org/resources/impdatabase.html
http://csip.di.ubi.pt/
http://sce2.umkc.edu/cibit/
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be considered during image acquisition.
3) Object:

a) Movement Considerations: Recognition under motion,
when either camera or user mobile, remains a difficult
task due to blurring.

b) Constrained or unconstrained environment: Though
accuracy is higher under constrained environments,
real-world applications are unconstrained where one
has no control over parameters. e.g., pose.

c) Cooperative or non-cooperative user: Iris trait has
uniqueness and stability throughout life. But, it requires
very cooperative user and usually fails when samples
are captured at a distance with low quality. Therefore,
periocular recognition is getting so much momentum
an alternative.

IV. OPEN ISSUES AND FUTURE RESEARCH DIRECTIONS

Despite recent progress, several exigent problems have yet
to be addressed to unleash ocular biometrics’ full potential.
To further advance the state-of-the-art in ocular biometrics,
following some open issues and general future directions are
discussed:

A. Heterogeneous ocular biometric recognition

Cross-dataset, cross-sensor, and cross-spectral settings (in
which training and testing sets are from different datasets, sen-
sors (cameras), and spectra respectively) are a method to assess
interoperability and generalization capability of systems. Few
preliminary studies reported that ocular biometric algorithms’
performance degrade remarkably under these settings. There is
still a room to address interoperability of systems under cross-
settings, since it is a research direction that holds significant
practical value for real-world systems.

B. Automatic segmentation

Though automatic segmentation of ocular parts can aid to
avoid those that are not beneficial (e.g., hair or glasses) and
deteriorate performance of systems, automatic segmentation of
ocular/periocular regions is an understudied field. Reported re-
sults of automatic segmentation methods for ocular biometrics
are far from the accuracy required in real-world applications,
thus more efforts based on advanced image processing and
machine learning should be put in this direction.

C. Multibiometrics

It is well-documented that multimodal biometrics lead to
better accuracy results than unimodal approach. But, most
studies on ocular biometrics are based on single modality.
Thus, devising novel fusion schemes using ocular and other
modalities needs to be explored. Further, use of image and
feature quality as well as device information may be in-
corporated in fusion algorithms for enhanced performance.
Dynamic selection based fusion scheme may also help to curb
problems that arise in ocular recognition under unconstrained
environments.

D. Webscale ocular biometrics

Phenomenal growth of facial/ocular videos and images on
the Web, in social networks and surveillance is attracting
much attention toward webscale/large-scale/open-universe bio-
metrics. With billions of videos/images to consider, Web-scale
ocular biometrics is a difficult task that demands speed, accu-
racy, and scalability. Also, there exist no large scale evaluation
of ocular recognition schemes, which may establish statistical
significance for published methods. Better performances might
be achieved by combining meta-information associated with
ocular samples. Another research track that may be pursued
is formulating data-independent feature extraction and classi-
fication learning via deep neural networks.

E. Soft Biometrics

Soft biometrics typically refers to attributes (e.g., gender,
age, and race) that don’t explicitly identify the person but com-
plement identity information that primary biometrics provide.
Despite soft biometrics’ applications in recognition, indexing,
and sample retrieval, state-of-the-art in ocular soft biometrics
is nascent, specially in unconstrained conditions. Automatic
soft biometrics estimation from ocular modalities remains a
challenge as demographic attributes are affected by internal
as well as external factors, such as place of residence and
worldwide culture/racial mixing.

F. Ocular biometric spoofing and anti-spoofing

Regardless of recent progress, ocular recognition systems
are vulnerable to spoof attack, which consists in submitting
to system an artefact ocular modality, e.g., replayed video of
eyes. Quintessential anti-spoofing mechanism is anti-spoofing
techniques. None of existing ocular anti-spoofing methods
exhibit low enough error rates. One of the factors on which
acceptability of ocular biometric traits depend for real-world
applications is its resilience to spoofing attacks. Therefore,
biometric community should focus on devising novel measures
to minimize spoofing of the trait. Lack of public databases con-
taining ocular/periocular spoofing attacks has further stymied
research on this topic.

G. Unconstrained periocular recognition at a distance

Among all ocular biometric traits, periocular modality re-
quires least constrained acquisition process. Moreover, perioc-
ular modality can be captured at large stand-off distances (e.g.,
in surveillance applications) and efficiently used for personal
recognition. Nonetheless, compared to other areas, periocular
recognition at a distance is less analyzed.

H. Mobile ocular/periocular recognition

Ubiquity of mobile devices with cameras has opened
nearly limitless applications for ocular recognition technology.
Nonetheless, mobile processing power is limited, and even
commercial mobile ocular/periocular systems are either vul-
nerable to spoofing or produce a high level of false positives
on a large dataset. Moreover, existing methods in literature



7

are unsuited for mobile applications because of the complex
features they analyze or high computational cost. So, to make
such applications more practical, researchers must address the
issue of ocular/periocular recognition on mobile devices.

V. CONCLUSIONS

Biometrics is a continuously evolving field that is widely
being employed in applications ranging from international bor-
der crossings to unlocking smart devices. Among the biometric
characteristics, ocular traits are getting more popularity owing
to ease in use and less user co-operation requirements. Over
the recent years, number of ocular biometric traits’ datasets
are made available to public by different research groups.
But, there is a gap between the requirements postulated by
intended biometric application and solutions offered in many
publications using these datasets. In order to maximize the
future ocular biometric systems’ impact and usability, it is
important to identify application domain(s) and proper datasets
with benchmark protocols. To this aim, in this paper we
offered some suggestion to researchers with regards to choice
of problem and selection of ocular datasets. Furthermore,
there are still various issues remaining to be addressed to
attain increased performance in ocular biometrics. Thus, the
paper also discussed some of open issues, and future research
directions.

REFERENCES

[1] C.N. Padole and H. Proenca, “Periocular recognition:
Analysis of performance degradation factors,” Interna-
tional Conference on Biometrics, pp. 439-445, 2012.

[2] G. Santos, E. Grancho, M.V. Bernardo, and P.T. Fiadeiro,
“Fusing iris and periocular information for cross-sensor
recognition,” Pattern Recognition Letters, 57:52-59, 2015.

[3] S. Pigeon and L. Vandendorpe, “The M2VTS multimodal
face database (release 1.00),” International Conference on
Audio-and Video-Based Biometric Person Authentication,
pp. 403-409, 1997.

[4] A. Sharma, S. Verma, M. Vatsa, and R. Singh, “On cross
spectral periocular recognition,” International Conference
on Image Processing, pp. 5007–5011, 2014.

[5] H. Proenca, S. Filipe, R. Santos, J. Oliveira, and L.A.
Alexandre, “The UBIRIS.v2: A database of visible
wavelength iris images captured on-the-move and at-a-
distance,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, 32(8):1529–1535, 2010.

[6] H. Proenca and L.A. Alexandre, “UBIRIS: A noisy iris
image database,” International Conference on Image Anal-
ysis and Processing, pp. 970–977, 2005.

[7] O. Jesorsky, K.J. Kirchberg, and R.W. Frischholz, “Robust
face detection using the Hausdorff distance,” International
Conference on Audio-and Video-Based Biometric Person
Authentication, pp. 90–95, 2001.

[8] M. Dobes, J. Martinek, D. Skoupil, Z. Dobesova, and
J. Pospisil, “Human eye localization using the modified
Hough transform,” Optik - International Journal for Light
and Electron Optics, 117(10):468–473, 2006.

[9] A. Kumar and A. Passi, “Comparison and combination of
iris matchers for reliable personal authentication,” Pattern
Recognition, 43(3):1016–1026, 2010.

[10] S. Barra, A. Casanova, F. Narducci, and S. Ricciardi,
“Ubiquitous iris recognition by means of mobile devices,”
Pattern Recognition Letters, 57:66–73, 2015.

[11] T. Sim, S. Baker, and M. Bsat, “The CMU pose, illumi-
nation, and expression database,” IEEE Transactions on
Pattern Analysis and Machine Intelligence, 25(12):1615–
1618, 2003.

[12] P.N. Bellhumer, J. Hespanha, and D. Kriegman, “Eigen-
faces vs. Fisherfaces: Recognition using class specific
linear projection,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, 17(7):711–720, 1997.

[13] A. Martinez, “The AR face database,” CVC technical
report-24, 1998.

[14] Z. Akhtar, A. Rattani, A. Hadid, and M. Tistarelli,
“Face Recognition under Ageing Effect: A Comparative
Analysis,” International Conference Image Analysis and
Processing, pp. 309–318, 2013.

[15] E. Barroso, G. Santos, L. Cardoso, C. Padole, and
H. Proenca, “Periocular recognition: how much facial
expressions affect performance?,” Pattern Analysis and
Applications, 19(2):517–530, 2016.

[16] G. Huang, M. Ramesh, T. Berg, and E. Learned-Miller,
“Labeled faces in the wild: A database for studying face
recognition in unconstrained environments,” Technical re-
port 07-49, University of Massachusetts, 2007.

[17] C.N. Padole and H. Proenca, “Compensating for pose
and illumination in unconstrained periocular biometrics,”
International Journal of Biometrics, 5(3/4):336-359, 2013.

[18] A. Rattani, R. Derakhshani, S.K. Saripalle, and V. Got-
temukkula, “ICIP 2016 competition on mobile ocular
biometric recognition,” IEEE International Conference on
Image Processing, pp. 320–324, 2016.

[19] S. Bakshi, P.K. Sa, and B. Majhi, “Optimized perioc-
ular template selection for human recognition,” BioMed
Research International, 2013.

[20] P.J. Phillips, P.J. Flynn, J.R. Beveridge, W.T. Scruggs,
A.J. OToole, D. Bolme, K.W. Bowyer, B.A. Draper, G.H.
Givens, Y.M. Lui, H. Sahibzada, J.A. Scallan III, and
S. Weimer, “Overview of the multiple biometrics grand
challenge,” International Conference on Biometrics, pp.
705–714, 2009.

BIOGRAPHY

Zahid Akhtar received the Ph.D. degree in electronic and
computer engineering from the University of Cagliari, Italy. He
is currently a Post-Doctoral Researcher with the INRS-EMT
Center, University of Quebec, Montreal, Canada. His research
interests include computer vision, pattern recognition,
and image processing with applications in biometrics,
affective computing, security systems, and multimedia quality
assessment. He is a member of the IEEE Signal Processing
Society. Contact him at zahid.eltc@gmail.com.

Gautam Kumar is pursuing PhD in the Department of



8

Computer Science and Engineering from NIT Rourkela,
India. His area of research is Biometric Security, Image
Processing, and Machine Learning. Contact him at
mrgautam15@gmail.com.

Sambit Bakshi received the Ph.D. degree in computer
science in 2015. He is currently with the Centre for
Computer Vision and Pattern Recognition, National Institute
of Technology Rourkela, India. He also serves as an Assistant
Professor with the Department of Computer Science and
Engineering, National Institute of Technology Rourkela. His
research interest includes visual surveillance and biometric
security. He serves as an Associate Editor of Expert Systems,
Wiley (2018 -), IEEE Access (2016 -), Plos One (2017
-), Innovations in Systems and Software Engineering -
A NASA Journal (2016 -), and International Journal of
Biometrics (2013 -). He is a Technical Committee Member
of the IEEE Computer Society Technical Committee on
Pattern Analysis and Machine Intelligence. He received the
Prestigious Innovative Student Projects Award- 2011 from
Indian National Academy of Engineering for his master’s
thesis. He has more than 50 publications in journals, reports,
and conferences. Contact him at sambitbaksi@gmail.com.

Hugo Proenca B.Sc. (2001), M.Sc. (2004) and Ph.D.
(2007) is an Associate Professor in the Department of
Computer Science, University of Beira Interior and has been
researching mainly about biometrics and visual-surveillance.
He is the coordinating editor of the IEEE Biometrics Council
Newsletter and the area editor (ocular biometrics) of the
IEEE Biometrics Compendium Journal. He is a member of
the Editorial Boards of the Image and Vision Computing
and International Journal of Biometrics and served as Guest
Editor of special issues of the Pattern Recognition Letters,
Image and Vision Computing and Signal, Image and Video
Processing journals. Contact him at hugomcp@di.ubi.pt.


	Introduction
	What diversity is available in ocular biometric databases
	How to choose an ocular biometric database for experimentation
	Image acquisition setup and issues

	Open Issues and Future Research Directions
	Heterogeneous ocular biometric recognition
	Automatic segmentation
	Multibiometrics
	Webscale ocular biometrics
	Soft Biometrics
	Ocular biometric spoofing and anti-spoofing
	Unconstrained periocular recognition at a distance
	Mobile ocular/periocular recognition

	Conclusions

