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Abstract

Motion tracking has become an important technology in
various applications like surveillance, non-cooperative bio-
metrics, virtual reality, etc. We propose a novel approach
for motion tracking using only thermal images. We ex-
ploited two types of data association (spatial and tempo-
ral data association) in the proposed approach in order to
reduce the false decisions. In addition to these, Wigner dis-
tribution was applied to the difference image for reducing
the fluctuation in threshold image in terms of false object
detections. The results obtained with this algorithm when
applied to six image sequences of about 2500 images each,
show its robustness for person tracking in thermal images.

1. Introduction

The purpose of this paper is to present an approach for
motion tracking of human beings using thermal imaging
only. Recently the thermal imaging and applications based
on it like motion tracking and face recognition has attracted
attention especially from the image processing and vision
community [1,2]. There are already some attempts to in-
clude thermal imaging in applications like face recogni-
tion and motion tracking in addition to the visible cameras,
through data fusion. However, if only one of the modalities
is used and reliable results are obtained with it, the system
would benefit from cost saving and higher processing speed.

Earlier, the availability of infrared cameras was only for
military applications. In applications like outdoor surveil-
lance, where the background temperature is largely differ-
ent from human beings, thermal imaging can play vital role
in identifying and tracking persons. This fact has primarily
motivated us to use only thermal imaging for motion track-
ing of human beings. Another advantage of thermal imag-
ing lies in the fact that it cannot sense shadow or light il-
lumination, which is normally the bottleneck in most of the
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Figure 1. Shadow effects. Left: Visible camera. Right: Thermal
Camera.
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motion tracking based on visible wavelenghts (see figure 1),
thus making it more suitable for motion tracking in outdoor
environment in day time as well as night time, where shad-
ows and variable illuminations are dominating factors mak-
ing tracking more difficult. On the contrary, clutters like
cool body, variation in temperature across same subjects,
blowing winds with different temperature gradients, person
overlap while crossing each other, put challenges in thermal
imaging and will have to be handled intelligently in order to
obtain the efficient performance from motion tracking sys-
tem using only thermal imaging.

We propose a novel approach for motion tracking using
thermal imaging. This algorithm does not use features of
the objects to be tracked which reduces the computational
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Figure 2. Typical motion tracking system.

complexity of the algorithm.

The remaining part of this paper is organized as follows.
Section 2 presents an overview on motion tracking; section
3 discusses the Wiegner distribution; the following section
presents the proposed methodology; section 5 contains the
experiments and discussion and the final section presents
the conclusions and future research directions.

2. Overview on Motion Tracking

The goal of motion tracking is to determine the position
of objects across the frames from image sequences or video.
Based on the position of imaging instrument, two types of
motion tracking are a possible: static camera tracking or ac-
tive motion tracking. Based on motion of objects, it is also
classified in two categories: with markers (used in 2D and
3D animations) and marker-less (our interest). Depending
on the methodology by which motion tracking can be ini-
tiated, there are, typically, two classes of motion tracking
algorithms: recognition based tracking and motion based
tracking. Depending on the type of motion to be tracked in
human motion tracking, motion tracking applications can
be placed in two categories: articulated motion and moving
motion.

Multiple object tracking is required in most of the ap-
plications including surveillance. In literature, various mo-
tion tracking technologies are described, such as Kalman
filter (KF), extended KF, particle filter, unscented KF, hid-
den Markov model, affine transform and Gabor transform.

The typical motion tracking system is shown in figure 2,
which is normally composed of an imaging system, an im-
age processing algorithm to give location of objects and a
display device to show the object path and/or signal gener-
ation logic to detect the event.

The basic algorithmic approach is depicted in figure 3.

Object detection can be achieved with the following ap-
proach: image subtraction between successive frames; if re-
quired, morphological operators can be used; segmentation
may be required.

Motion tracking using motion estimation involves the
matching of a moving object in the surrounding of its loca-
tion on the next frame. There are the following approaches
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Figure 3. Algorithmic approach.

for finding the best matching unit [3,4,5]: pixel based (com-
putationally complex), block based, region based and mesh
based (triangle, hexagonal, content based).

The process of best matching unit to estimate the motion
vector includes search based in similarity criterion across
the pixels in close vicinity in next frame. This search win-
dow is typically 15x15 pixels hence it needs high compu-
tational power. In order to reduce this computational com-
plexity there are various optimization techniques in the lit-
erature: 2-D logarithm search [6], TSS [7], NTSS [8], FSS
[9], two step multiple local winners based [10] and conju-
gate direction search [11].

Kalman filter [12] and particle filter [13] are the two pop-
ular technologies in the field of motion tracking. These
methods are widely used in the visible camera based mo-
tion tracking.

3. Wigner Distribution

Wigner distribution is a generalized time-frequency rep-
resentation. The characteristic of the Wigner distribution, to
be a function of both time and frequency, is remarkable. The
Fourier transform, on the other hand, is strictly a function
of frequency. Wigner [14], in 1932, proposed this function
for the study of quantum mechanics. Ville [15] proposed it
again in 1948. However, researchers did not pay much at-
tention to the method until the 1980s, when researchers in
the speech processing area, extensively used this concept.

The Wigner distribution of two signals f(¢) and g(t), is
defined as [16, 17]
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where w is the frequency, ¢ is time and g* is the complex
conjugate of the function g(t).
The auto-Wigner distribution of signal f(¢) is given by
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The auto-Wigner distribution of a real function f(¢) is
given by
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In the discrete domain, the Wiegner function is defined
as
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and the respective auto-Wigner distribution is
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For a real function f this comes as
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This last equation is important for the development of
the Wigner distribution for image processing.

The inclusion of a window in the Wigner distribution
defines the pseudo-Wigner distribution in order to reduce
computation. For real and discrete function f(¢) with a win-
dow w of duration 2d + 1, this distribution is given by
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To use the Wigner distribution function for image pro-
cessing, it is extended to two-dimensional space. Such an
extension results in a four-dimensional Wigner distribution
function. The function has two space-domain variables x
and y, and two frequency-domain variables, u and v. The

extension to 2D space is then
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where the image size is M x N, the window size is M’ x N’,
f is the gray-scale function and 6 = 47 (uk/M + vl/N).

For the pseudo-Wigner distribution, the main Wigner
kernel is multiplied by another kernel like the exponential,
e MEDI Equation (8) becomes
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The main objective behind using this kernel is to give
the candidate pixel (z,y) where WD is being calculated
the maximum influence on the calculations, whereas as one
goes away from the candidate pixel, its influence should
rapidly decay.

To enhance the image range, equation (9) can be scaled
by a multiplicative gain factor a.

Refer to [19] for the in depth study of wigner distribu-
tion for image processing. Equation (9) gives the first order
Wigner distribution. The second order distribution is ob-
tained by applying the first order Wigner distribution to the
output of the the first order Wigner distribution of the im-
age.

4. Methodology

This work has been inspired from tracking done by nat-
ural eyes in thermal imaging. In the absence of features, the
eye can do tracking in images captured by thermal camera.
For this purpose, we exploited two types of data associa-
tion: spatial data association and temporal data association.
The flow chart of motion tracking algorithm is depicted in
figure 4 and several images representing different steps of
the algorithm are presented in figure 5.

4.1. Spatial data association

First, we calculate the difference image between the cur-
rent and previous frame. The Wigner distribution is applied
to the difference image. We have observed that motion
tracking over the difference image is more unstable (fluc-
tuating) than that over the Wigner image of the difference
image. Then the Wigner image is thresholded to get a bi-
nary image. The foreground object map is created by giving
a different label to each object using 8-neighbourhood con-
nectivity.

However, because of forementioned clutters available in
thermal images, many false positive objects appear in the
thresholded image. Each object is thresholded for size of
the object in pixels. This step outputs the objects which are
moving and are of sufficiently large size.

Due to non-uniform temperature within the same object,
the same person may exist in more than one blob. To con-
nect these blobs, we use vertical and horizontal threshold of
distances between two nearby blobs. Due to vertical shape
of person moving, vertical threshold was kept larger than
horizontal one. This also helps in separating two persons
close by moving in same direction. This step outputs the
same label to closeby blobs indicating close blobs are of the
same person.

4.2. Temporal data association

We used temporal buffer to apply the temporal data asso-
ciation on the object yielded by previous step. Each object
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Figure 4. Flow chart for the proposed method.

is evaluated for its centroid. This centroid is tested with
existing objects in previous frames for their closeness.

If an object from the previous frame with distance less
than threshold is found, its label is assigned to the object
from the current frame indicating that the object from the
previous frame is now at a new position given by its cen-
troid. The object width and height from the previous frame
are also assigned to the object in the current frame. The
temporal buffer is updated with the new object location.

In case the nearest object has a distance of more than
a pre-defined threshold then an object with a new label is
created indicating the entry of new person. Its width and
height are calculated from the current frame. The temporal
buffer is updated with this new object parameters. Then,
all the objects in current frame are stored in the temporal
buffer.

5. Experimental Results and Discussion

The algorithm was developed in MATLAB and applied
on the database available on OTCBVS website [18]. We
used the third database, namely, OSU Color and Thermal
Database. This database includes six image sequences, each
of around 2500 frames (exact size varies from sequence to
sequence). The first three sequences are from one location
with pedestrians. The remaining sequences are taken from
a different location.

The difference image is passed through the Wigner dis-
tribution. It can be easily observed from figure 5 that the
dynamic range of the diffrence image is improved after the
Wigner distribution. This is because of the product term
from equation (9) which is reponsable for reducing high fre-
quency noise component and enhancing local contrast of the
image, where the object is present [16].

Wigner image was thresholded with threshold value of
0.3. The threshold of size for filtering out false objects was
15 pixels. Depth of temporal buffer was 4. Vertical and
horizontal distance thresholds were 20 and 10 respectively.
Minimum distance for object to be present in next frame as
same object was 5 pixels in any direction. All these thresh-
old parameters were kept constant for all the sequences. All
the images are 8-bit gray scale.

The following discussion will be on the experimental re-
sults obtained in different sequences. It can easily observed
that our algorithm has detected objects even when they are
not easily visible with human eye. All images are in figure
6.

We applied our approach to all the six sequences avail-
able in dataset. The two images in the first row of figure
6 show the a result obtained on the first frame sequence.
In this frame, two persons are moving and third person is
stopped, which is very clear from the results obtained with
our algorithm. In the second row, all three persons are mov-
ing, which has been captured by our algorithm. Similar sit-
uation with many people can be verified in the third row.
In the forth row, it can be observed that our algorithm is
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Figure 5. Sample images from several steps of the proposed method.

capable of identifying the movement of multiple objects lo-
cated at far distance from camera. The fifth row shows the
strength of this approach by identifying the movement even
behind a tree, which is not visible to humans easily. The
six row shows a critical situation: the changing temperature
environment. Our approach was able to recognize the true
positive object movement. In the last row, though person
and vehicle (parked) have the same intensity, our algorithm
has detected the moving person.

6. Conclusion and Future Scope

In this paper we proposed a new method for person track-
ing using thermal images. The method is based on a Wigner
distribution modelling of the interframe difference image
and the conjungation of spatial and temporal data associ-
ations. The proposed algorithm has small computational
complexity and is thus quite fast. We presented results on
several images from 6 sequences with around 2500 images
each. The results obtained with this algorithm show the effi-
ciency and errorless performance of person tracking in ther-
mal images.

Future work includes the automatic adaptation of the
threshold parameters. Also more image sequences will be

tested. More robust data association rules will be searched
for in order to improve performance in more challenging
image sequences.
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