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Abstract This paper presents two methods for automatic

segmentation of images of faces captured in long wave-

length infrared, allowing a wide range of face rotations,

expressions and artifacts (such as glasses and hats). We

also present the validation of segmentation results using a

recognition method to show the impact of the segmentation

accuracy on the recognition. The paper presents two dif-

ferent approaches (one aimed at real-time performance and

the other at high accuracy) and compares their performance

against three other previously published methods. The

proposed approaches are based on statistical modeling of

pixel intensities and active contour application, although

several other image processing operations are also per-

formed. Experiments were performed on a total of 893 test

images from four public available databases. The obtained

results improve on previous existing methods up to 29.5 %

for the first measure error (E1) and up to 34.7 % for the

second measure (E2), depending on the method and data-

base. Regarding the computational time, our proposals

improve up to 63.32 % when compared with the other

proposals. We also present the validation of the various

segmentation methods that are presented by applying a face

recognition method.

Keywords Face segmentation � Thermal infrared �
Human face segmentation � Image segmentation �
Face recognition � Principal component analysis

1 Introduction

During the last decades, there has been a great deal of

research in the area of face recognition, especially in the

visible spectrum. But recognition systems in the visible

spectrum have problems dealing with the variations of light

[14, 21]. To solve this problem, the proposed solutions are

the use of 3D face recognition [2] or a combination of

facial recognition in the visible and Infrared (IR) spectrum

[1, 16].

The growing concern over security has led to interest in

the development of more robust methods, giving rise to

face recognition only in the infrared, since the long

wavelength infrared (LWIR) recognition is not affected by

variations of light.

Segmentation is more demanding than the simple face

detection, since it not only points to the location of the

face, but must also describe its shape. A good segmentation

system can improve the recognition rates for most recog-

nition methods, allowing the use of the shape of the face in

the recognition process (see Fig. 1) [18, 22]. The goal of

[18] is to define and address the issues associated with

incorporating image segmentation into an object recogni-

tion framework. In [22], we see that the authors improved

the results of face recognition by developing a segmenta-

tion method.

Contrary to the visible wavelength, where there are

numerous methods for accomplishing this task (based on

geometry [5], color [25], etc.,) in the LWIR there is a lack

of proposals to improve the current status.

Figure 1 shows the general scheme for a recognition

system. This scheme can be used for face recognition either

in the visible or thermal wavelengths and can be used also

for other recognition modalities, such as those that use iris

images [20]. The recognition system has two parts:
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– Offline process: The training set images are captured by

a camera. Face detection is done followed by a

segmentation that obtains the face and features are

extracted. These are stored in a database.

– Online process: Given an image, it is detected,

segmented and features are extracted as in the offline

process. These features are compared against the ones

stored in the database and a match score is produced.

Note that not all recognition algorithms use all of the

above steps. Sometimes only detection is used and there is

no segmentation step [32]; the inverse can also occur as the

face detection methods can have problems in detecting

faces that are not frontal [9, 19].

In the case of the two methods proposed in this paper,

we do not assume a first stage of face detection prior to the

application of the methods, but if such stage is used, no

change is required in the proposed methods.

In the next sections, we present a short description of the

available LWIR face segmentation methods (Sect. 2) and

present our proposed methods (Sect. 3) In Sect. 4, we

present the datasets used and experimental results,

including a discussion. We end the paper in Sect. 5 with the

conclusions.

2 Overview of face segmentation in thermal infrared

images

A preprocessing step for many of face recognition meth-

ods, which can lead to failure if not done correctly, is the

segmentation of the face.

Gyaourova et al. in [13] proposed a method based on an

elliptical mask that is placed over the face image. The

problem is that this approach will work only on frontal

faces, centered and captured at the same distance (in order

to have approximately the same size).

Pavlidis et. al. [19] achieve face segmentation through a

Bayesian approach, fitting two normal distributions per

class applying an adaptation of the EM algorithm. This

algorithm accepts skin (s) and background (b) pixels from

selected subregions of the training set where only one of

those types is present, then produces four means (l), four

variances (r2) and two weights (x) These values are

obtained by algorithm 1. In the segmentation stage, for

each pixel there is a prior distribution p(t)(h), for the tth

iteration, where h is the parameter of interest that takes two

possible values (s and b), whether it is a skin (p(t)(s)) or a

background (p(t)(b) = 1 - p(t)(s)) pixel. Its initial prior

probability is given by pð1ÞðsÞ ¼ 1
2
¼ pð1ÞðbÞ:

The input pixel value xt has a conditional distribution

f(xt | h). If the particular pixel is skin, we have

f ðxtjsÞ ¼
P2

i¼1 xsi
Nðlsi

; r2
si
Þ, where Nðlsi

; r2
si
Þ is the

normal distribution with mean ls_i and variance rs_i
2 , and

where xs_2 is given by 1 - xs_1.

Based on algorithm 1, we obtained the pixel intensity

distributions shown in Fig. 2, where dashed lines represent

the estimated distributions for skin pixels and dashed point
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Fig. 1 Block diagram of a face recognition system
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are used for the background. The solid lines show the pixel

intensity distributions for the training images cropped from

the four databases used in this paper (presented in Sect.

4.1). The choppy distributions in Fig. 2d are caused by the

fact that images at the Florida State University (FSU)

database only contain around 70 different values.

Some of the segmented images obtained using this

method are presented in the sixth and seventh rows of

Fig. 10.

More recently, Cho et al. in [9] presented a method for

segmentation of the face in IR images based on contours

and morphological operations. The edge detector used is

the Sobel edge detector, where only the largest contour is

used which is considered to be the best to describe the face.

After that, they apply morphological operations to the

contour in this area, to connect the open contours and

remove small areas. Rows 4 and 5 of Fig. 10 show some

segmented images using this method.

In [10], an extension of the method in [19] is presented.

The extension consists in closing image regions that have

been left with holes, based on edge detection and morpho-

logical operations. In that paper, the method is not a method

for face segmentation, but skin segmentation. The big dif-

ference between the skin segmentation and face segmen-

tation relates to the fact that the neck is included or not in

the segmentation, respectively. Because of this difference,

we chose not to include the results of that method in our

article, since now the segmentation masks (shown in the

second and third rows of Fig. 10) do not include the neck.

3 Proposed methods

After we have evaluated the methods [19] and [9], we saw

that it was possible to overcome some shortcomings of

these methods, to improve their results.

Regarding the method in [9], we found that it frequently

included the background as face pixels given that the

applied morphological operations could leak into the

background when the face border was not properly

established.

The method in [19] is based on the models of skin (and

not just face) and background pixel intensities. This

resulted in including clothes pixels as skin pixels and also
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Fig. 2 Face pixel intensity distribution (graphs to the right) and background (graphs to the left) for the four databases used

Pattern Anal Applic

123



ignoring some skin pixels considering them to be

background.

We designed two methods that are able to overcome the

main problems identified with the existing face segmenta-

tion methods.

Method 1 was conceived to be simple and fast such that

it could be used in real-time applications (see Fig. 3a). The

idea is simply to look for the hottest (higher gray scale

value) pixels that lie inside a rectangular region of interest

(RROI). This RROI is obtained using image signatures, as

described in Sect. 3.1. The threshold used to detect the

hottest pixels is adaptive and obtained using the pixel

distributions of the training set images, as described below

in Sect. 3.3.

The second method we propose in this paper, which we

call method 2, was designed to give more importance to

accuracy than to speed. It starts by extracting the largest

ellipse that fits into the RROI (see Fig. 4a). This ellipse is

used as the first iteration of method [7]. To complete this

method, we apply the operations described below as the

face pixel identification from binary image (FPIBI).

The result of the application of methods 1 and 2 to the

images in the first row of Fig. 10 is presented in the same

figure in the last four rows.

In the following subsections, we will describe the steps

used in both proposed methods.

3.1 Rectangular region of interest (RROI)

An interesting operator would give the RROI that con-

tains the face. This would avoid the problems caused by

the clothes since, as the body warms it, clothes have

temperatures similar to the face. This can hinder may

difficult the pixel intensity-based segmentation

approaches.

To obtain the RROI, we will analyze the vertical and

horizontal image signatures. These are 1D vectors that

contain the sum of the intensity of the pixels along the

columns and rows, respectively:

sigVðcÞ ¼
XR

r¼1

Iðc; rÞ ð1Þ

sigHðrÞ ¼
XC

c¼1

Iðc; rÞ ð2Þ

where c and r are the indexes of column and row for image

I of dimension C 9 R.

The first step to obtain the RROI is now described (see

Fig. 5). We start by analyzing the vertical signature. The

signal in Fig. 5b represents the vertical signature of

Fig. 5a. This signal has several high-frequency oscillations

that will appear in its derivative. This can be avoided by

smoothing it with a 1D Gaussian filter (we used the one in

Fig. 5c). The standard deviation of the Gaussian filter is

r = 0.05 9 C. This value was obtained by studying the

influence of different values of r in the training set images.

The result of the convolution is in Fig. 5d and its derivative

is in Fig. 5e. The following step consists in determining the

extrema of this signal: in Fig. 5a, e we marked the maxi-

mum with the left dash line (colLeft) and the minimum

with a right dash line (colRight). The two lines indicate the

location of a large variation in image intensity that we

identify with the sides of the face.
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Fig. 3 Block diagram and illustration of the segmentation method 1
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Fig. 4 Block diagram and illustration of the segmentation method 2
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The next step in defining the RROI is the analysis of the

horizontal signature to obtain the upper bound on the face

(rowUp). For this, we only consider the part of the image

between the two extrema detected in the vertical signature

analysis. This removes the shoulders of the subjects and

overcomes one of the issues that was causing problems in

the previous approaches. The process used in the analysis

of the horizontal signature (see Fig. 6) is similar to the one

used to analyze the vertical signature. The main difference

is the filter used: in this case, its width is 0.15 9 R. The

shape and size of the filter were selected to remove sudden

variations that would appear in the signal when the subjects

are wearing glasses or have a cold nose. Next, we used a

process similar to the one for the vertical signature to

obtain the extrema of the smoothed signal. Finally, the

upper bound of the face (rowUp) is given by the maximum

of horizontal signature and is represented by the upper dash

line in Fig. 6a.

The delimitation of the lower face (rowDown) is given

by fitting a parabola to the contours of the shoulders or the

chin. Knowing that a person’s shoulders are always at the

bottom of the image, we analyzed only the region between

½2
3
� R;R� (where R is the number of rows of the image). In

this region, a linear reduction in the number of colors was

done to enhance the chin, neck and shoulders regions and

remove certain types of background noise (shown in

Fig. 7c, d). After reducing the number of colors, we apply a

Gaussian blur to smooth the abrupt changes in the regions

presented (shown in Fig. 7e, f). The parameters used in the

Gaussian filter are r = 2.5 and the size is 25 9 25. We

used the Canny edge detector [6] to obtain the points used

to adjust our parabola. The parameters used in the Canny

edge detector are r = 1.0, low threshold = 0.2 9 255 and

high threshold = 0.7 9 255. These were chosen to elimi-

nate the lower edges (such as temperature variations on

clothing or face, see Fig. 7g, h).

The result obtained by the Canny edge detector is used

to fit a second-order function (parabola) to obtain the

parameters a, b and c:

f ðxÞ ¼ ax2 þ bxþ c ð3Þ

To find the parameters of the parabola (a, b and c), defined

by Eq. 3, which best describes the curvature of the

shoulders (figures in the first column of the Fig. 7) or the

chin when the shoulders are not detected in the contours

(figures in the second column of the Fig. 7), we use the

least-squares method. This approach is standard to obtain

Fig. 5 Vertical signature analysis. Figure a is the original image.

Figure b is its vertical signature. Figure c is the Gaussian filter used in

the convolution. Figure d is result of applying this filter to b. Figure e
is the derivative of figure d

Fig. 6 Horizontal signature analysis. Figure a is the result of vertical

signature and input image to the horizontal signature. Figure b is its

horizontal signature. Figure c is the filter used in the convolution.

Figure d is result of applying this filter to b. Figure e is the derivative

of figure d
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an approximate solution of over-determined systems, i.e.,

sets of equations in which there are more equations than

unknowns. The best fit in the least-squares sense minimizes

the sum S of squared residuals:

S ¼
Xn

i¼1

r2
i ; ð4Þ

where the residual (ri) is the difference between an

observed value and the fitted value provided by a model:

ri ¼ yi � f ðxiÞ: ð5Þ

rowDown is given by the mean value between f(colLeft)

(colLeft is the left vertical line) and f(colRight) (colRight is

the right vertical line) when a [ 0 and when a \ 0

rowDown is given by the ‘vertex’ of the parabola (maxi-

mum value of the parabola). In the images of Fig. 7 the

rowDown is indicated by a horizontal line.

3.2 Elliptical region of interest (EROI)

The idea of defining an ellipse to enclosure the face is

appealing, since a face has approximately the shape of an

ellipse. An example is the work presented in [13], where

the segmentation approach uses such an ellipse. We will

also use an ellipse to improve the RROI around the face

and to initialize the mask used in the method [7] (discussed

in Sect. 3.4)

The ellipse will be defined inside the previously

obtained RROI. We start by finding the center of the face,

which we will use as the center of the ellipse. To determine

this center point (colCFace, rowCFace), the cross on the

image in Fig. 5a, we use the extrema obtained while

searching for the RROI.

Then, using algorithm 2, we can obtain the

{(X(0), Y(0)), …, (X(2p), Y(2p))} points of the ellipse. The

algorithm receives the coordinates of the face center, (col-

CFace, rowCFace) and the coordinates of the left upper

corner of the RROI, (colLeft, rowUp). These points are

used for obtaining the distance from the center of the face

to the left side of the RROI (which is denoted by a) and the

distance from the center to the top of the RROI (denoted by

b). a and b are used to convert the polar coordinates of the

points that belong to the ellipse to Cartesian coordinates as

{(X(0), Y(0)), …, (X(2p), Y(2p))}.

3.3 Adaptative threshold

We will use a threshold step in method 1. The threshold is

adaptive in the sense that it depends on the training set

distributions for each database. The goal of this threshold is

to separate most of the face pixels from the background,

and therefore it will be chosen to guarantee that most of the

face pixels will be included, although some of background

pixels might also be included.

First, we identify the point at which the distributions

(solid lines in Fig. 2) for face and background pixels

Fig. 7 Process for fitting a parabola. Figures a and b are the input

images. Figures c and d are images with reduced number of colors.

Figures e and f are images with Gaussian blur. Figures g and h are

images with detected contours. Figures i and j contain the resulting

parabola and the region below it is marked as background (between

colLeft and colRight the delimitation of the background is given by

rowDown)
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intersect. The threshold value is chosen as half the pixel

value identified. Other rules might also work, but this is a

simple one that yielded good results on training set

experiments.

3.4 Active contours without edges

Based on the Mumford and Shah [17] minimal partition

functional, Chan and Vese [7, 29] proposed a level set

model for active contours to detect objects whose bound-

aries are not necessarily defined by the gradient, as with the

classical active contour.

The main motivation for the use of this type of algo-

rithms is their excellent ability to segment objects present

in images. We choose for this step the use of the active

contours without edges [7]. In [12], the authors refer that

this method achieves greater accuracy and robustness at the

cost of a major reduction in speed. For this work, we

imposed a restriction: the maximum number of iterations is

now 200. This reduces the computational cost without

visible accuracy loss, according to some training set

experiments performed. As will be seen below, the use of

this approach will not be slower than the other methods [9]

and [19]. The processing time will depend on the type of

initial contour and of its position: the further away the

initial contour is from the face, the longer it will take to

converge.

An example of using this algorithm can be seen in [23]

where it is used to segment teeth and where we can see that

the X-ray images have some similarities with the images of

the LWIR.

The result of segmenting the images in the first row of

Fig. 10 with this method is in rows 8 and 9 of the same

figure. To apply the active contour, we define an initial

boundary as a centered rectangle of 90 9 140 pixels. This

size was obtained by averaging the face size of the images

in the training set. Method 2 will also use an active contour,

but with an elliptical initial boundary. As we mentioned

previously, the initial contour will affect the processing

time, hence the importance of choosing an initial contour

with a shape similar to a face.

3.5 Face pixel identification from binary image (FPIBI)

The result from the application of the active contour is used

to select the face pixels in binary images (see Fig. 8a). We

want to identify the largest contour that contains the face

center and consider all pixels inside this contour as face

pixels with the exception of the pixels that belong to

glasses (see Fig. 8).

We start by identifying the center of the face as

explained in the RROI operation (cross in the Fig. 8a).

After that, we apply a dilation followed by an erosion (an

opening) using structural elements of sizes 3 9 3 and

2 9 2, respectively. These morphological operations are

used to remove small areas and an edge map is obtained

using the Canny edge detector [6]. The obtained edges are

enhanced through a dilation with a structuring element of

size 3 9 3 (see Fig. 8b). From these edges, we select the

largest that contains the face center. We now assume that

all the pixels inside this largest contour are face pixels (see

Fig. 8c).

To remove glasses that may have been considered as

being face in the previous step, we make the absolute

difference between the image before the selection of the

largest contour and the image that results from filling this

largest contour (see Fig. 8d). With this difference, we will

obtain the image regions that were altered by the filling.

We apply an opening with a circular structuring element of

10 pixel radius (see Fig. 8e). Only the largest regions, such

as the glasses, remain after the application of this

(a) (b)

(c) (d)

(e) (f)

Fig. 8 Step-by-step example of the application of the FPIBI oper-

ation (see text for detailed description)
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morphological operator. The resulting image is added to

the one that results from filling the largest contour using the

logical function (see Fig. 8f).

4 Experimental results

4.1 Datasets

The University of Notre Dame (UND) database is pre-

sented in [8, 11]. The ‘Collection X1’ of the UND database

contains 2,293 LWIR frontal face IR images from 81 dif-

ferent subjects. The training set contains 159 images and

the test set 163. Two images from this database are in the

first row, columns 1 and 2 of Fig. 10.

The ‘Dataset 04: Terravic Facial IR Database’ is a

subset of the object tracking and classification in and

beyond the visible spectrum (OTCBVS) database [31].

This database contains 24,508 images of 20 different per-

sons. It has different poses (rotations front, left, right),

images captured indoor and outdoor, and images of people

with glasses and hats. The training set has 235 images and

the test set has 240. Two images from this database are in

the first row, columns 3 and 4 of Fig. 10.

The ‘Dataset 02: IRIS Thermal/Visible Face Database’

is a subset of the OTCBVS database [30]. The database

contains 4,228 images that were acquired in the Imaging,

Robotics, and Intelligent Systems laboratory (University of

Tennessee) (IRIS) with 11 images per rotation (images for

each expression and illumination) yielding between 176

and 250 images per person. This database was acquired

with different illuminations in the visible wavelength.

These differences do not affect the LWIR; therefore, we

ignore the different versions due to illuminations changes.

The training and test sets have both 296 images. Two

images from this database are in the first row, columns 5

and 6 of Fig. 10.

The FSU database contains 234 frontal IR images of ten

different subjects, which were obtained at varying angles

and facial expressions [26]. The training set contains 40 IR

images (four per subject) and the test set 194. Two images

from this database are in the first row, columns 7 and 8 of

Fig. 10.

The test set images from all databases were segmented

manually to create the test set ground truth (samples shown

in row 2 of Fig. 10). Method [9] does not need a training

set and the method [19] and ours use pixels information

from manually segmented regions of the training set ima-

ges. With that, these methods need an accurate segmenta-

tion of the training set.

Table 1 shows the percentage of face and background

pixels present in the test sets used in this paper. These

values are obtained based on the manually segmented

images. We can see that the FSU database is the only that

has more face than background pixels (the other databases

have a face to background pixel ratio between 12.13 and

26.75 %).

A list with the names of the images used in the train and

test sets, code and segmentation masks are available at:

hidden link for blind review.

4.2 Evaluation

The requested task is quite simple: for each input image (as

the ones shown in the first row of Fig. 10) a corresponding

binary output (as those shown in the second row of the

same figure) should be built, where the pixels that belong

to the face and are noise-free should appear as white, while

the remaining pixels are represented in black. The test set

of the databases was used to measure pixel-by-pixel

agreement between the binary maps produced by each of

the algorithms (these maps are shown in Fig. 10, rows 4, 6,

8, 10 and 12) and the ground-truth data manually built a

priori (see examples in row 2 of Fig. 10).

The classification error rate (E1) of the algorithm on the

input image Ii (E1(i)) is given by the proportion of corre-

spondent disagreeing pixels (through the logical exclusive-

or operator) across the image:

E1ðiÞ ¼
1

C � R

XC

c¼1

XR

r¼1

Oðc; rÞ � Tðc; rÞ ð6Þ

where O(c, r) and T(c, r) are, respectively, pixels of the

output and true class images. C and R are the number of

columns and rows, respectively.

The classification error rate (E1) of the algorithm is

given by the average of the errors on the n test images

E1(i):

E1 ¼
1

n

Xn

i¼1

E1ðiÞ ð7Þ

The value of E1 is in the [0,1] interval and 1 and 0 will be,

respectively, the worst and best values.

The second error measure (E2) aims to compensate the

disproportion between the a priori probabilities of ‘face’

Table 1 Face and background pixel ratios to the total number of

image pixels, for the different databases (values obtained in the used

test sets)

Pixel percentage

Face Non-face

UND 12.13 87.87

Terravic 17.67 82.33

IRIS 26.75 73.25

FSU 50.53 49.47
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and ‘non-face’ pixels in the images. The type-I and type-II

error rates are given by the average between the false

positive rate (FPR) and false negative rate (FNR):

E2ðiÞ ¼
FNR

2
þ FPR

2
ð8Þ

where the FPR is given by:

FPR ¼ FP

FPþ TN
ð9Þ

and the FNR by:

FNR ¼ FN

FNþ TP
: ð10Þ

where FN is the false negative, TN is the true negative, FP

the false positive and TP is the true positive.

Similarly to the E1 error rate, the final E2 error rate is

given by the average of the errors (E2(i)) on the n test

images:

E2 ¼
1

n

Xn

i¼1

E2ðiÞ ð11Þ

4.3 Experimental results and discussion

In this section, we present and discuss the experiments

performed during this work.

Each of the methods presented in the paper was devel-

oped in Matlab R2009b and evaluated individually on an

Intel Core 2 Q9300 (2.5 GHz), 4 Gb RAM (FSB 1066) and

Fedora Core 11 operative system, so that there is no

competition for access to the computer resources.

In each algorithm, we evaluate its accuracy, by mea-

suring the errors E1 and E2, and its execution time.

The quantitative evaluation of the proposed methods is

presented in Table 2. It contains the errors E1 and E2 of

each algorithm. The error rates are also shown in the

graphs of Fig. 9a, b to allow a quick comparison between

each method and database.

Regarding the results for the UND database, method 2

improves the results between 3.3 and 31.6 %. The method

[19] only analyzes the distribution of intensities of the

pixels, so that when there is a region of clothes that has a

temperature similar to the skin it is considered to be skin.

In this database, the method [7] does not have better results

because it is an iterative method with two stop conditions

(maximum number of iterations and the absolute difference

between iteration i and i - 1 be less than 1 9 10-3). It

only reaches the maximum number of iterations, never

stopping because of the other condition, causing the active

contour to spread through the region where there are

clothes. Our methods have similar error rates in this data-

base. This is because most of the faces are centered on the

image and do not have any type of rotation. The biggest

difference is the execution time, because method 1 has a

much smaller execution time without losing quality in the

segmentation.

The second part of Table 2 shows the results of the

methods for segmenting the Terravic database, and the

improvement of our methods range from 1.2 to 12.2 %

(error measure E2). Our methods obtained only minor

improvements in this database, because there were a lower

proportion of clothes in the images and the part that

appeared in the images had a lower temperature than the

face since part of the database was captured outside.

For the IRIS database, the results are presented in the

third part of the Table 2. All methods had an increase in

error rates for both measures of error (E1 and E2). In this

database, the method in [19] considered many of the

regions of hair and neck as part of the face. This is due to

the existence of larger regions of face in the images which

increased the detail of the hair and neck.

The method in [7] had large FNR because it considers

parts of the face as background. In method 1, the error

increased due to cuts made as a consequence of the analysis

of the vertical and horizontal signatures, and also due to

cuts in the chins made by the parabola. In method 2, the

increase was not as sharp since the cuts were made solely

by the fit of the parabola. Still, our methods have improved

the segmentation results between 5.1 % (in measure E1) to

34.7 % (in measure E2).

The FSU database is the only database used where the

number of face pixels is approximately equal to the number of

background pixels. This resulted in four of the five methods

(a)

(b)

Fig. 9 Graphical representation of error measures E1 and E2, and

execution time from Table 2
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Fig. 10 Sample test set results for images from the UND database

(columns 1 and 2), Terravic database (columns 3 and 4), IRIS

database (columns 5 and 6) and FSU database (last two columns).

Original images are in the first row and manual masks in the second.

Approaches by [7, 9, 19], are in rows 3–5 respectively. The remaining

rows have the results of ours methods 1 and 2, respectively
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presented here increasing their FPR. Only the method in [9]

had an FPR of less than 10 %, but otherwise has a FNR of

49 %. The increase in the FPR was due to the algorithms

considering large regions of hair and neck as face pixels. The

improvements made by our methods reflect the fact that the

parabola cuts much of the neck. With this, our methods

achieved an improvement of between 4.4 and 14.6 %.

In Fig. 10, we can see some examples of images of the

test sets of the four databases (first row) used and what

were the results of the segmentation methods in these

images (rows 3–12). The second row of Fig. 10 shows the

manually segmented images, which would be the optimal

outcome for the result of a method. The fourth and fifth

rows of Fig. 10 contain the result of the method in [9].

We observe that when the extracted contour is not closed,

it assumes that much of the background is part of the

face. When the extracted contour is closed, this method

can find most of the pixels that are part of the face.

In the rows 6 and 7, the segmentation result of the

method in [19] is shown. This method is based on a model

of the distribution of the pixel intensities, which means that

all regions that have a higher temperature (higher intensity

of pixels) are assumed as part of the face. Because the

clothes are very close to the heat source (the body) they

tend to have the same temperature as the body. Another

problem with this approach appears when the facial skin is

cold (due to people having been in a cold place, for

instance), which makes it consider the coldest part of the

face as background.

In this work, we also showed the use of a generic seg-

mentation method based on active contours, which can be

used in any type of images or objects that we want to target

[7]. The results of this method are presented in rows 8 and

9 of Fig. 10 and we can see that it obtained good results,

considering that it is a generic method. The problems with

this method are similar to the method in [19], but the fact

that we limited the maximum number of iterations to 200

meant that it did not include as many pixels belonging to

the clothes as it otherwise would.

The results of our methods can be seen in rows 10–14 of

Fig. 10. To try to solve the problems presented by the other

methods, we defined steps strategically targeted to these

problems. Looking at the results of method 1, shown on

rows 10 and 11 of Fig. 10, we see that even using an

extremely fast method we can solve much of the problem

of clothes. The problem which remains is when parts of the

face are cold, since these regions are rejected by the

adaptive threshold.

To obtain a more accurate method, we had to increase

the running time, and this lead to method 2. Through the

combination of several operations that are included in this

method, it can approximate quite well (rows 13 and 14 of

Fig. 10) the desired results of manually segmented images

(shown in the second and third rows of Fig. 10).

4.4 Validation

In this section, we validate the results obtained by the

different segmentation methods presented. This validation

involves the application of a method for face recognition.

Principal component analysis (PCA) is perhaps the most

popular algorithm in the field [24, 27, 28] and it is a

technique commonly used in dimensionality reduction in

computer vision and particularly in face recognition.

Principal component analysis techniques choose a linear

projection that reduces the dimensionality while maxi-

mizing the scatter of all projected samples.

The face space is computed by taking a set of training

observations, and finding the eigenfaces of this set. The

training set of observations is given by the leave-one-out

cross-validation (LOOCV) method [15], based on the

manually segmented images. The image left out of the

training set is used for comparison, and this image will

change depending on the segmentation method used for

validation. Thus, all the segmentation methods are

Table 2 Experiment results in all four databases

Methods

Cho

et al.

[9]

Pavlidis

et al.

[19]

Chan

and

Vese

[7]

Method 1 Method 2

UND FNR 0.386 0.177 0.066 0.038 0.048

FPR 0.366 0.109 0.121 0.082 0.078

E1 0.369 0.118 0.114 0.077 0.074

E2 0.376 0.143 0.093 0.060 0.063

Time (s) 1.236 4.480 9.278 0.039 5.974

Terravic FNR 0.210 0.066 0.065 0.086 0.071

FPR 0.147 0.101 0.073 0.066 0.042

E1 0.158 0.095 0.072 0.069 0.047

E2 0.179 0.083 0.069 0.076 0.057

Time (s) 1.237 4.554 10.361 0.038 7.401

IRIS FNR 0.760 0.104 0.192 0.161 0.122

FPR 0.142 0.209 0.131 0.112 0.087

E1 0.307 0.181 0.147 0.125 0.096

E2 0.451 0.156 0.161 0.137 0.104

Time (s) 0.959 3.233 8.717 0.032 7.686

FSU FNR 0.490 0.097 0.053 0.100 0.096

FPR 0.091 0.381 0.327 0.278 0.197

E1 0.292 0.237 0.188 0.188 0.146

E2 0.290 0.239 0.190 0.189 0.146

Time (s) 0.379 1.296 6.039 0.025 5.622

The first part presents the results for the UND database, the second of the

Terravic database, the third of the IRIS database and the final part the

results of the FSU database. The best (smallest) results in terms of error

measures and execution time for each database are shown in bold
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validated using the same eigenfaces. This is done, to force

the recognition method to do the recognition based on face,

and not on the clothing or other objects that the segmen-

tation methods cloud identify as part of the face. The

segmentation mask defines the region of the face to cut and

we resize this region to 32 9 32. These steps are done

before computing the eigenfaces.

To perform this validation, we will use three measures,

which are the receiver operator characteristic (ROC) curve,

the area under the ROC curve (AUC) and the decidability

(DEC). The decidability index (Eq. 12) maximizes the

distance between the distributions obtained for the two

classical types of biometric comparisons: between signa-

tures extracted from the same (intra-class) and different

faces (inter-class).

DEC ¼ jlintra� linterj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2
ðr2

intra
þ r2

inter
Þ

q ð12Þ

where lintra and linter denote the means of the intra- and

inter-class comparisons, rintra
2 and rinter

2 the respective

standard deviations and the decidability can vary between

½0;1�:
The obtained AUC and DEC are given in Table 3, while

the ROC are presented in Fig. 11. In Table 3, the results

presented in column Manually are the results obtained

when only manual segmentation is used. These results are

considered the best possible results for recognition using

the PCA. We also added information on the number of

times that the method achieved the best result in the rec-

ognition (Wins row) and the sums of scores (Rank rows),

depending on the classification method in a given database.

The scores assigned range from 5 to 1 points, where 5

points are assigned to the method that obtained the best

result and 1 point to the worst.

Analyzing the recognition results obtained for the UND

database, we can see that the AUC of our methods are very

close (as well as can be seen in Fig. 11a) and that our best

results shows an improvement of 4.3 % compared to pre-

viously proposed segmentation methods. Regarding the

DEC, improvements are more significant, as can be seen

since the distribution of intra-class is further away from the

inter-class.

In the Terravic and IRIS databases, we can see that our

method 2 produces results very similar to the results

obtained in the recognition using the manual segmentation,

with only a difference of 2.4 and 2.0 % relative to the AUC

as shown in Fig. 11b, c respectively. For the DEC, the

results of our methods were not as close to the ideal value

(obtained by manual segmentation) as the AUC. Still, in

Fig. 11c we see that the graph of method 2, when the FPR

varies between [0.3, 0.5], overlaps with the graph of the

manual segmentation and the method 1 is very close to the

curve of the manually segmentation. Compared with other

(previously published) segmentation methods, we achieved

a significant improvement in both databases.

For the FSU database, the recognition based on our

segmentation methods does not have the best results, as

happened with the previous databases. With regard to ROC

(shown in Fig. 11d), we see that the graph of our method 2

approximates the graph of the best method (Pavlidis et al.

[19]) after reaching FPR = 0.3. The fact that our methods

did not obtain better results in this database relates to the

filter used in the analysis of horizontal signatures (shown in

Fig. 6c). This is the only database where the face takes up

almost the entire image, making the size of the filter

Table 3 Recognition results in all four databases

Methods

Manually Cho et al. [9] Pavlidis et al. [19] Chan and Vese [7] Method 1 Method 2

UND AUC 0.802 0.520 0.520 0.513 0.556 0.553

DEC 1.155 0.079 0.074 0.057 0.233 0.169

Terravic AUC 0.708 0.649 0.527 0.574 0.626 0.684

DEC 0.831 0.537 0.127 0.285 0.514 0.685

IRIS AUC 0.630 0.539 0.569 0.569 0.605 0.610

DEC 0.504 0.124 0.266 0.230 0.328 0.345

FSU AUC 0.727 0.588 0.667 0.636 0.600 0.642

DEC 0.897 0.289 0.613 0.499 0.369 0.485

Wins 0 1 0 1 2

Rank AUC 8 11 11 14 18

DEC 9 11 9 14 17

The best (bigger) results in terms of AUC and decidability (DEC) for each database are shown in bold. The Wins row refers to the number of

times the method has the best result. The Rank rows refer to the sum of the scores assigned to each of the methods, since the best (bold) is

assigned with 5 points, the second 4 points, the third 3 points, the fourth 2 point and the worst 1 points

Pattern Anal Applic

123



(dependent on image size) small when the faces have

glasses that occupy a large part of the image. The images

with glasses take up about 1/4 of the face. For these ima-

ges, our methods will strip away the forehead, and recog-

nition is made only with the region that is between the eyes

and chin.

Looking now to the results with a more global view

(through the number of Wins and Rank), we note that our

methods had the best ranks, even if they did not achieve the

best AUC and DEC results for all databases, because when

they were not the best method they were relatively close to

the best.

4.5 Validation with artifacts separation

To improve the validation of our methods, we will present

here the results of recognition (shown in Table 4) while

separating the images containing artifacts from those

without them. We only present the results for two databases

(Terravic and IRIS), because the UND database only

contains frontal faces without artifacts and the FSU the

database contains few images with artifacts about 7 % of

the total number of images). The images considered with

artifacts are images where the people have glasses, hats,

caps.

Fig. 11 ROC curves for all databases, to validate the presented segmentation methods based on the recognition using PCA
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As seen in Table 4, the method 2 achieved the best

results (for both measures) in two databases. Only in the

FSU database without artifacts, the method 1 has obtained

similar results for AUC and the same value for the DEC.

Analyzing the relationship between the results of recogni-

tion of our best method (method 2) and the previously

proposed methods, we can see that there was an improve-

ment of between 1 and 22 % for AUC and 0.008–0.752 in

the DEC. These variations were all obtained using the

Terravic database without artifacts, and the variations for

the other sets are in these ranges.

5 Conclusion

This paper aimed at improving the state of the art in LWIR

face segmentation. It contains a brief summary of the best

existing methods, the proposal of two new methods that

would perform well regardless of face pose, rotation and

artifacts, expression, and an extensive evaluation of these

methods under four different publicly available databases

(730 training and 893 test images).

The segmentation evaluations were made taking into

consideration two error measures that enable a more in

depth analysis of the results: while E1 is the usual error

measure, E2 takes into account the different number of

points in each class (it is a balanced error measure).

The proposed methods were designed with two different

goals: method 1 is aimed at real-time performance and it is

the fastest of all methods in all databases, in some cases by

a very large amount. It does this without compromising the

accuracy: it is equal or better than all the previous methods

in both error measures with only one exception (Terravic

database against the method in [7]). In terms of recogni-

tion, this method achieved good results, as seen in

Tables 3, 4, where we validate the segmentation methods

by applying a recognition method. Using method 1, we

believe it is possible to perform face recognition in real-

time using LWIR images.

Method 2 was developed to be accurate. It does this

quite well, since it is the best in both error measures with

the exception of the UND database, with improvements of

up to 29.5 % according to E1 and 34.7 % according to E2,

depending on the database. Of all the segmentation meth-

ods presented here, this is the one that is closer to the

results of manual segmentation. This method, besides

being able to solve the problem of including the clothes as

part of the face, allows us to have the approximate shape of

the face, which ultimately can be used by recognition

methods. Nonetheless, it is not the slowest of all (this is the

method in [7]), but we would advise the use of this method

mainly on offline tasks. Based on two validations per-

formed in Sects. 4.4 and 4.5, we can see that there was a

significant improvement in the recognition results when

compared to the results obtained using the segmentation by

all other methods. The recognition results are close to

results obtained for the manually segmented images, even,

as Table 4 shows, when the recognition in done on images

with artifacts.
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