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Abstract—Object grasping is a task that humans do without
major concerns. This results from self learning and by observing
of other skilled humans doing such task with previous informa-
tion. However, grasping novel objects in unknown positions for a
robot is a complex task which encounters many problems, such as
sub-optimal performance rates and the time consumption. In this
paper we present a method that complements the state-of-the-art
grasping algorithms with two segmentation steps, the first one
which removes the largest planar surface in the point cloud of the
world before the grasp detector receives them and the second one
that complements this segmentation with another segmentation
that calculates where the object is located and segments the
point cloud by executing a crop around the object. The proposed
method significantly improves the grasping success rate (100%
improvement over the baseline approach) and simultaneously is
able to reduce the time consumption by 23%.

I. INTRODUCTION

The task of grasping novel objects for a robot is very
complex and with many problems, and that is the main reason
why it’s an important area and with active and extensive
research. In this paper we present a method to improve a
current state-of-the-art algorithm [4] that gives a robot the
capability of grasping novel objects in unknown positions.
Robots are getting more and more present in our daily basis,
but some tasks still encounters many barriers, which is the case
of grasping novel objects. The most predominant problems in
the state-of-the-art methods are the incapacity of achieving
high performance in detecting grasps and the time spent on
processing the algorithm for detecting such grasps. These
problems may render the robot useless in practice because
in a real-life situation, if the robot fails a grasp it can damage
itself or harm persons that are around it, and if it spends too
much time processing, the world can change and it executes
movements that are not correct anymore and may collide with
objects.

The paper is organized as follows: the next section discusses
some of the related work, section III presents the proposed
method, section IV presents the experiments conducted, sec-
tion V contains a discussion about the obtained results and the
final section contains the conclusions.
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Figure 1. Three examples in which the grasp detection was successful. Top
left: original approach; Top right: result of the application of the first pre-
processing step; Bottom: result of the application of both pre-processing steps.
The blue lines represent possible grasping positions for a two-finger parallel

gripper.

II. RELATED WORK

Extensive work has been done to improve the performance
of grasps, some of them even including segmentation of the
point clouds in order to improve those performances.

Varadarajan [11] presents a a framework for robotic grasp-
ing, providing segmentation and detection, and as an additional
feature the automatic generation of grasps for unknown or
objects based on known parts of a object. It also does var-
ious types of detections, such as concavity detection, cavity
detection and others used for grasp generation even in novel
objects.

Richtsfeld et al. [8] also presents a framework for segmen-
tation of RGB-D images. The method starts by pre-segmenting
the images, in order to find object surfaces hypotheses. After
that RANSAC method is used to estimate the various surfaces,
following this, the resultant meshes is then grouped into object
hypotheses.

Cavallo [1] presents a method for segmentation and clas-
sification for grasping tasks. It uses fingertip contact force



sensors, aiding the segmentation and interpretation of motion,
as it is based on a singular value decomposition of data that
is gathered from the observation of humans. This observation
consists on the 22 Degrees Of Freedom of the human hand
joint angles, the hand pose with respect to a world frame, and
fingertip contact forces. The interaction between the hand and
object with the physical world is needed for the segmentation
and motion interpretation.

Omi et al. [6] propose an approach for encountering the
correspondence between objects in a before and after occlusion
state, by detecting the grab and release of those objects by
the same hand. Due to that, segmentation of object’s body is
also made via the detection of the grasping and release of the
object. The hand is important because objects do not move by
themselves, but are moved by human hands. This is useful in
surveillance in public environments or tracking daily items in
indoor environments, such as offices or bedrooms, when they
go missing and need to be located.

Kehoe et al. [5] used cloud computing as a computation
powerhouse and data storage. Due to the training data shared
and aggregated by multiple robots it can provide a faster
learning experience comparing with a single robot, serving as
a way to address the novel object problem, with the addition
that the cloud processing decreases the run time.

Saxena et al. [10], presents a solution for the problem of
grasping new objects that the robot is perceiving for the first
time. A learning algorithm is proposed that does not require
a 3D view of the object, instead, the algorithm identifies a
set of points in 2D images that correspond to a good area to
grasp the object, and with that area, it then uses triangulation
to obtain a 3D position to attempt the grasp.

Although there are various methods for segmentation and
grasping, as referred in the previous paragraphs, there is no
method that presents a perfect solution. We focus on improving
the state-of-the-art algorithm by creating a simplification of the
input point cloud that helps the grasp detection both running
faster and more accurately, as discussed in the following
section.

III. PROPOSED METHOD

The proposed method, works on the Robot Operating Sys-
tem (ROS) [7] Linux-Based middle-ware. ROS serves as an
established interface for controlling various robotic hardware,
from simple homemade robots to industrial ones. We also
used the Point Cloud Library [9], a project used for 2D/3D
image and point cloud processing. This library is used to aid
with processing the RGB-D images provided by the existing
hardware.

We based our proposed method in the improvement of a
state-of-the-art grasp detection algorithm [4], which receives a
point cloud with information of the world from a depth sensor,
samples a pre-determined number of random points, N, and for
each point generates possible grasp candidates and classifies
them as a viable or not viable grasp. Our approach improves
this algorithm by pre-processing the point cloud before it
reaches the grasp detector algorithm, segmenting it two times
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Figure 2. Left: original method. Right: proposed method.

and sending only to the grasp detector the point cloud region of
the object to be grasped. This approach leads to a performance
boost in terms of success rate and time consumption, since
we can reduce the number of points to be processed and the
algorithm will not spend time calculating grasps for points that
do not contain objects. The reason behind this performance
boost is that the point cloud contains less points and the points
it contains are the ones that are important to consider.

In figure 2, we compare, in a simple way, the original
method, in which the information of the world goes directly
to the grasp detector, and the method we propose in this
paper, where the information of the world passes through a
segmentation process before the information goes to the grasp
detector.

The first part of the method, receives the point cloud and
finds the largest planar surfaces using RANSAC [2] and
removes them. RANSAC, RANdom SAmple Consensus, is an
iterative method that, using a set of data, estimates parameters
of a mathematical model. It assumes that all data consists of
inliers and outliers, where the inliers can be explained by the
mathematical model and the outliers can not. The Point Cloud
Library provides a wrapper for the implemented SAC model
for detecting planes and RANSAC algorithm.

Just removing the planar surfaces in the point cloud still
maintains other unwanted features present that need to be fil-
tered out, and that is what the second part of the pre-processing
addresses. The second pre-processing part uses min-cut based
segmentation to isolate the closest object to the camera from
the rest of the scene. The min-cut based segmentation makes a
binary segmentation of the given input point cloud. It considers
a given point and a radius around that point. This divides
the cloud in two parts, a named foreground and background,
meaning, the points that belong or are neighbors of the given
point, and points that are not close enough to that point.
The Point Cloud Library implementation of the min-cut based
segmentation was used and that implementation is thoroughly
explained in Golovinskiy and Funkhouser [3]. As a summary,
the method builds a k-nearest neighbor graph, assuming a
background and foreground constraints, where every point in






