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ABSTRACT

In this paperwe describea web image indexing and re-
trieval systemcalledARTISTIC thatallows text and/orim-
agequeries.Unlikeothersystemsthatonly processthetext
in HTML tags, in the imagecaptionor in the pagetitle,
ARTISTIC processesthecompletepagetext anduseskey-
words(relevanttermswith eventuallymorethanoneword)
to index the images.Traditionalcolor andtexture features
arealsoused.

1. INTRODUCTION

MPEG-7setsa standardfor multimediadescriptionin or-
der to ef�ciently andeffectively describeandretrieve mul-
timedia information [1]. However, �nding usefuldescrip-
tors is dif�cult as they have to be searchedin an eclectic
environmentandseldomimpliescognitive issues.In order
to tackle theseproblems,we proposea methodologythat
combinestextual informationandimagefeaturesin orderto
describethe contentsof imagesin a searchengineframe-
work. Thereareseveralsystemsto searchfor imagesonthe
web,thatusetext information: WebSeer[2], WebSeek[3],
thesystemdescribedin [4] andWebMARS[5]. Thereare
alsothe imageversionsof the mainstreamsearchengines,
suchas,Alltheweb,Altavista,Ditto, Excite,Google,Lycos
and Picsearch.Among these,only Googleseemsto pro-
cessthetext pagebeyondthe image�le namesandHTML
tags(althoughit is not easyto know for suresincethede-
tailsarenotmadepublic). Thesesystemssuffer from oneor
moreof thefollowingdrawbacks:thetext in thewebpageis
only partially processed;only simplewordsareconsidered
astextual features;it is not clearhow textual informationis
usedto supportimageindexing andretrieval; term lists or
taxonomiesarebuilt in thesetupphaseof thesystemwith
userintervention;directory-to-termconversiontableshave
to becreatedby hand.ARTISTIC hasa clearalgorithmfor
usingthe completepagetext informationto aid imagein-
dexing; it is a non-supervisedsystem(no userinteraction
is neededfor setup);it is languageindependent;it supports

both imageandtext queries;it usesmultiword units (See
Section4) andnot justsinglewordsaskeywords.

Section2 introducesthegeneralschemeof ARTISTIC .
Section3 and4 respectively presentimageanalysisandtext
processingdetails.Theprocessof text andimagequeriesis
explainedin section6.

2. GENERAL SCHEME

Fig. 1. Generalscheme

The generalschemeof ARTISTIC is divided into six
main steps(see�gure 1). First, a softbot gathersall the
web pagesof a given site in the web. Second,the page
imagesareextractedandtheircharacteristicsareprocessed.
In parallel,theusefultextual informationin thewebpages



is extracted(step3). Finally, the imageindexing processis
carriedout(step4). Theusercannow performimageand/or
text queriesbasedonthecomputedimageindex (steps5-6).

3. IMA GE ANALYSIS

ARTISTIC is able to read JPEG,GIF and PNG images.
Theseaccountfor the majority of image�le typesin the
web. We useinformationfrom color andtextureto charac-
terizean image. The analysisis doneon seven prede�ned
regions(which includetheimageasawholetoo). Thesere-
gionsarethewhiteportionsin �gure 2. Notethattheuseof
regionsconveys spatialinformation,makingthe color fea-
turesyield color layoutinformation. Theinformationfrom

Fig. 2. 7 imageregionsusedto determineimagefeatures.

thecolor andtextureis combinedinto a 840-Dfeaturevec-
tor to representeachimagein thefeaturespace.

3.1. Color features

Colorfeaturesarethemostcommonlyusedfeaturesto char-
acterizeimagesin thecontext of imageretrieval. They are
independentof imagesizeandorientationandarerelatively
robust to backgroundnoise[6]. Among the possiblefea-
tures,colorhistogramsarepreferredsincethey yield agood
representationof thecolor distribution in a compactform.

To extract the color features,the imageis transformed
from RGBto HSV colorspace.Thiscolorspacehasacolor
representationcloserto humanperceptionthanRGB. The
�rst set of featuresare color histograms:threecolor his-
tograms(onefor eachcolor component)with 32 binseach
are calculatedfor eachof the seven regions. The choice
of 32 bins representsa compromisebetweena sparsehis-
togram(onewith many bins,whichhashighnoisesensibil-
ity) andonewith poor representationcapability(with few
bins). The color histogramsarenormalized,suchthat the
sumof thevaluesfor all binsof eachcolor componentsum
to one.Thecolor histogramvaluesareincludedin thevec-
tor featurerepresentationof the image. The fact that this
informationis includedin thevectorfeaturerepresentation
solves the problemof the combinationof similarity mea-
suresfrom differentapproaches.Thesecondsetof features
arecolor moments:the�rst andsecondmomentsarefound
for eachof thesevenregionsandfor eachcolorcomponent,
thusresultingin 42 features.

3.2. Texture featuresusingDWF

Theoreticalandimplementationaspectsof waveletbasedal-
gorithmsin texturecharacterizationarewell studiedandun-
derstood.Following Mallat's initial proposal[7], many re-
searchershave examinedtheutility of variouswavelet rep-
resentationsin texture analysis[8, 9, 10]. Unser's experi-
ments[9] suggestthat �lters play an importantrole in tex-
ture description. In wavelet approaches,texture is usually
characterizedby its energy distribution in the decomposed
subbands.Simplenorm-baseddistances,togetherwith heuris-
tic normalizationarealsoused.However, in [11] theauthors
show that themodelingof marginal distribution of wavelet
coef�cients usingthegeneralizedGaussiandensity(GGD)
andaclosedform of theKullback-Leiblerdistancebetween
GGDs provide greataccuracy and �e xibility in capturing
textureinformation.

In the presentwork, we employ the discretewavelet
frames(DWF) using the 9-7 biorthogonal�lter [12] that
presentin [13] betterresultsthanthe 8-tapDaubechieor-
thogonalwaveletsproposedin [11]. Given an image,the
DWF decomposesit usingthesamemethodasthewavelet
transform,but without the subsamplingprocess.This re-
sults in four �ltered imageswith the samesize as the in-
put image.Thedecompositionis thencontinuedin theLL
channelsonly asin thewavelettransform,but sincetheim-
ageis not sub-sampled,the �lter hasto be up-sampledby
insertingzerosin betweenits coef�cients. Themainadvan-
tagesof thewaveletframerepresentationarethatit focuses
on scaleandorientationtexturefeatures,it decomposesthe
imageinto orthogonalcomponentsandit is translationin-
variant. So, we thenusethe methodproposedin [11] that
we brie�y expose.TheGGD,is de�ned as:
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�
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Using the chainrule of KLD [14] with the reasonableas-
sumptionthatwaveletcoef�cients in differentsubbandsare
independent,the overall similarity betweentwo imagesis



the sum of the KLDs given in equation(2) betweencor-
respondingpairs of subbands. The methodusedyield 2
featuresper wavelet subband.We usethreescalesof de-
composition,thuswe have 9 subbands.Using the regions
presentedin �gure 2, we have a total of 2 � 9 � 7 = 126
featuresperimage.

4. TEXT PROCESSING

Extractinguseful information from texts is a crucial issue
in InformationRetrieval, andespeciallyin Multimedia In-
formationRetrieval. In particular, two kindsof information
shouldbe evidenced:informationaboutthe language(i.e.
multiwordunits)andinformationaboutthetext content(i.e.
keywords).

On oneside,extractingmultiword units (MWUs) from
texts is the�rst steptowardstext normalization.MWUs in-
cludealargerangeof linguisticphenomena,suchasphrasal
verbs(e.g. “to go for the ball”), nominalcompounds(e.g.
“free kick”) andnamedentities(e.g.“ManchesterUnited”).
MWUs are frequentlyusedin everydaylanguage,usually
to preciselyexpressideasthatcannotbecompressedinto a
singleword. Therefore,it is clear that their identi�cation
is crucial for languageunderstandingandconsequentlyfor
correcttext indexing. For this purpose,multiword unitsare
extractedfrom theavailablewebpagesusingastatistically-
basedsoftwarecalledSENTA (Softwarefor theExtraction
of N-ary TextualAssociations)[15]. SENTA is particularly
suitablefor our task sinceit is languageindependenten-
abling its applicationto any pageon the web without pre-
de�ning languageheuristics.

Ontheotherside,theindexing taskcanbeconsideredas
the identi�cation of a setof keywordsthatde�nes the text
content. In the context of our work, we de�ne a keyword
asa relevant word or a pertinentmultiword unit. In order
to correctlyindex texts,we usea well-known methodology
introducedby G. Salton[16] calledthe tf :idf score. This
scoreis de�ned in equation3 wheret is a term(a wordor a
MWU) andp is awebpage.

tf :idf (t; p) = tf ( t;p )
jpj � log2

N
df ( t ) (3)

For eacht in p, we computethe term frequency tf (t; p)
that is thenumberof occurrencesof t in p anddivide it by
thenumberof termsin p, jpj. We thencomputetheinverse
documentfrequency of t by takingthelog2 of theratioof N ,
thenumberof webpagesin ourexperiment,to thewebpage
frequency of t, that is the numberof web pagesin which
the term t occurs(df (t)). As a result,a term occurringin
all web pageswill have an inversedocumentfrequency 0
giving him nochanceto beakeyword. A termwhichoccurs
very often in oneweb pagebut in very few web pagesof
thecollectionwill have a high inversedocumentfrequency

thusa high tf :idf score. Consequently, it will be a strong
candidatefor beinga keyword.

The text processingendswith a list of wordsandmul-
tiword unitsassociatedwith their tf :idf score.Thesedata
will be �ltered out in thenext stepof our architecture:the
imageindexing process.

5. IMA GE INDEXING

Image Indexing can be de�ned as the processthat asso-
ciatesa setof keywordsto an imagethusde�ning its con-
tent. For this purpose,we proposean innovative unsuper-
vised methodologybasedon the textual information that
surroundstheimage.

First,weassociateto eachimagethesetof all theterms
that arein the sameweb pageor in the web pagethat the
imagerefersto1. This canbe viewed asthe following ex-
pression:

8i k 2 I ; i k 7! f tk1; :::; tkn g (4)

wheretk j is any termin thesetof all termsT relatedto i k ,
which is any imagein thesetof all imagesI .

Sincenotall thetermsaregoodkeywords,thebestones
needto beselected.As aconsequence,thenext stepaimsat
evaluatingthe relationshipbetweeneachterm andthe im-
age. For that purpose,it is clear that termsevidencinga
high tf :idf scoreshouldbe preferred.However, theprox-
imity betweenthe term andthe imagemustalsobe taken
into account. It is obvious that the moredistanta term is
from theimage,thelessit shouldbeconsideredasa poten-
tial keyword. Thuswe introducea straightforwardrelation
betweena termtk j andtheimagei k :

dti (tk j ; i k ) =
1

jpos(tk j ; i k )j
(5)

wheredti (tk j ; i k ) is theterm-imagedistanceandpos(tk j ; i k )
is thenumberof termsthatseparatesthe�rst occurrenceof
the term tk j from its correspondingimagei k . It is impor-
tant to notice that pos(tk j ; i k ) is negative when the term
precedestheimageandpositivewhenit follows it.

After the secondstep the readercan easily conclude
that a term with a high tf :idf scoreand a high dti is a
strongkeyword candidate.However, this assumptioncan
be strengthened.Indeeda term which is highly concen-
tratedasidethe imageshouldbe preferredto thoseterms
thatspreadalongthetext. For thatpurpose,we introducea
new measureof density2:

dens(tk j ) =
Q � 1

�

q=1

1
dist (occur(t k j ; q); occur(t k j ; q + 1))

(6)

1In the lattercase,it is moreprobablethat the referredtext dealswith
thetopic of theimage.

2Ourmeasurefollows theideaof [17].



wheredens(tk j ) is the densityof the term tk j , Q is the
numberof occurrencesof the term tk j in the text and the
expressionoccur(tk j ; q) denotestheqth occurrenceof tk j .

To conclude,a good indexing term shouldevidencea
high tf :idf score,a high dti anda high density. This as-
sumptionis supportedby thefollowing relevancemeasure:

weight(tk j ; i k ) = tf :idf (tk j ; pi k ) � dti (tk j ; i k )
� dens(tk j )

(7)

whereweight(tk j ; i k ) is therelevancefunctionandthefol-
lowing expressiontf :idf (tk j ; pi k ) is thetf :idf scoreof the
termtk j in thewebpagetext pi k thatcontainsimagei k

3.
Onceall the termsrelatedto a given imagehave been

evaluatedthe selectionprocessmust be carriedout. This
taskaimsatchoosingthebestkeywordcandidates.For that
purpose,a term is chosenaskeyword candidateif its rele-
vancemeasureexceedstheaverageterm-imageweight(:; :)
by somethresholdnumberof standarddeviations. For in-
stance,all termsin f tk1; :::; tkn g exceedingtheaverageby
two standarddeviationsshouldbe selectedaskeywordsto
index thei k image.

6. QUERY AND RETRIEVAL

Whentext is usedto performa query, ARTISTIC searches
in the imageindex for imagesthat areassociatedwith the
query. The imagesarerankedaccordingto their similarity
score.

An imagecanalsobeusedto performaquery. The840-
D featurerepresentationof thequeryimageis obtained.The
closest4 imagesin the featurespaceareanalyzedandtheir
keywordlistsarecombined.This list is thenusedto expand
the query. The �nal output is a ranked list of images(1)
orderedaccordingto their similarity with thequeryimage,
(2) orderedaccordingto theirsimilarity computedusingthe
keywordsthatexpandthequery.

7. CONCLUSIONS

In thispaper, weproposeawebimageindexingandretrieval
system,ARTISTIC that allows text and/orimagequeries.
The interestof combininginformation from both text and
imagesin a Multimedia searchengineis obvious. Unlike
most systemsthat do not take into accountthe complete
textual information,ARTISTIC proposesaninnovativeun-
supervisedapproachthatcombinesfull textual information
with imagecharacteristics(suchas color and texture) for
accurateimageindexing andretrieval.

3It is obvious that all threemeasuresarenormalizedin order to give
equivalentweightto eachone

4The notionof closenessis de®nedby a statisticalmeasuresimilar to
theoneusedin section5 for keyword selection.
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