Unconstrained Periocular Recognition: Using Generative Deep Learning Frameworks for Attribute Normalization
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ABSTRACT

Ocular biometric systems working in unconstrained environments usually face the problem of small within-class compactness caused by the multiple factors that jointly degrade the quality of the obtained data. In this work, we propose an attribute normalization strategy based on deep learning generative frameworks, that reduces the variability of the samples used in pairwise comparisons, without reducing their discriminability. The proposed method can be seen as a preprocessing step that contributes for data regularization and improves the recognition accuracy, being fully agnostic to the recognition strategy used. As proof of concept, we consider the “eyeglasses” and “gaze” factors, comparing the levels of performance of five different recognition methods with/without using the proposed normalization strategy. Also, we introduce a new dataset for unconstrained periocular recognition, composed of images acquired by mobile devices, particularly suited to perceive the impact of “wearing eyeglasses” in recognition effectiveness. Our experiments were performed in two different datasets, and support the usefulness of our attribute normalization scheme to improve the recognition performance.

Index Terms— Periocular recognition, Biometrics, Attribute editing, Image normalization.

1. INTRODUCTION

The development of ocular biometric systems operating under unconstrained environments is challenging since the collected data (images) may present some problems caused by noise, blur, motion blur, occlusion, eye gaze, off-angle, eyeglasses, contact lenses, makeup, among others. These problems generate high within-class variability degrading the level of uniqueness of the features extracted from the biometric trait.

With the recently advancement of deep learning techniques, several approaches applying Convolutional Neural Networks (CNN) to periocular recognition have been developed [1–6]. An advantage of applications based on deep learning is that unlike the handcrafted features, there is a process of representation learning. This process can produce feature extractor models invariant for some within-class factors, depending on the image samples present in the training set.

Nevertheless, new approaches are still being developed using handcrafted features and achieving top-ranked results in ocular recognition competitions [7–10]. The main advantage of these approaches is the computational cost compared with methods based on deep learning techniques.

Fig. 1. Cohesive perspective of the proposed attribute normalization scheme: images feed an encoder/decoder deep model for automatic image editing, removing the eyeglasses and correcting deviations gazes before the recognition step. This contributes for reducing the within-class variability without significantly reducing the discriminability between classes, which is the key for the observed improvements in performance.

Even though CNN approaches can handle within-class variability, there are still several factors present in images captured under unconstrained environments, which affect periocular recognition in biometric systems based on deep learning and mainly on handcrafted features. Regarding these kind of problems, our work proposed an image preprocessing method to normalize the most common image attributes that can decrease the recognition effectiveness in periocular biometric systems. The proposed attribute normalization prepossessing consists of remove or correct attributes that are different in a pairwise image comparison using deep models for image editing, as show in Fig. 1. For example, in a dataset containing images from the same subject wearing and not wearing eyeglasses, the proposed preprocess will normalize all the images by removing the eyeglasses. Another contribution is a new dataset for mobile periocular recogni-
tion under a real and slightly constrained environment. This dataset, called UFPR-Eyeglasses, is composed of images captured by mobile devices from subjects wearing and not wearing eyeglasses. The rest of this paper is organized as follows. In Sec. 2, we discuss the related works describing deep models for attribute editing. In Sec. 3, we explain the proposed normalization and how it was performed. The experimental protocol is described in Sec. 4 and the results are reported in Sec. 5. Finally, we state conclusions in Sec. 6.

2. RELATED WORK

Recently, several methods have been developed for automatic facial attribute editing. Approaches based on Generative Adversarial net (GAN) [11] and Variational Autoencoder (VAE) [12] architectures reported promising results performing these tasks [13–21]. The models for face attributes editing can be divide based on their ability to manipulate a single [18, 19] or multiple attributes [13–17], such as eyeglasses, hair color, age, mustache, gender, beard, among others. Also, there are strategies for image attribute editing by transferring face attributes [15, 20, 21]. The concept of this task is to modify a face image based on attributes contained in another image, preserving the subject identity. As stated by He et al. [17], one advantage of models based on encoder/decoder architecture is that they can handle multiple attributes manipulation using a single trained model. Also, in models based on encoder-decoder architecture, the attributes are manipulated through modifications in the latent representation generated by the encoder. With these modifications, the decoder can generate images with different attributes compared to the input ones.

Regarding the image attribute manipulation, each model proposes a different strategy to relate the latent representation to the face attributes. The model proposed by Shen and Liu [18] consists of two networks performing the inverse attribute manipulation, e.g., one network to remove the mustache and another one to add it. The attribute manipulation is performed by a pixel-wise addition of the residual image containing the required attribute and the input image. This approach handles a single attribute manipulation per trained model. The IcGAN [14] is composed of an encoder and a conditional GAN generator using a normal distribution independent of the attribute to generate the latent image representation. The input image is also encoded into an attribute information vector. Then, the attribute manipulation is performed by modifying the attribute vector and using it and the latent representation as input to the GAN generator. The VAE/GAN [13] generates a vector for each attribute computing the difference between the mean latent representations with and without the attribute. Thus, the face attributes can be manipulated by adding the generated attribute vectors to a latent representation. Also, based on an encoder/decoder network with an attribute vector, the Fader network [16] produces a latent representation invariant to the attributes by an adversarial process introduced in the architecture. As stated by He et al. [17], this process may result in information loss, which can compromise its use to our proposed attribute normalization, since some discriminant information in the periocular image can be lost. The SaGAN model [22] is composed of a generator developed with an attribute manipulation network (AMN) and a spatial attention network (SAN), and a discriminator to determine whether or not the generated image is real and for attribute classification. The SAN and AMN models were combined in the generator to induce the manipulation only inside the attribute region. The authors also evaluated the proposed attribute editing model on face recognition. They used the generated images with edited attributes for data augmentation improving the verification results in two datasets. As one can see, there are several models for facial attributes editing. Regarding biometric system applications, it is crucial to the model the ability to modify only the desired attribute, without removing or changing any other information that may be discriminating for the subject.

3. PROPOSED ATTRIBUTE NORMALIZATION METHOD

The proposed attribute normalization preprocess consists of applying generative deep models for image attribute editing to a pair of ocular images aiming for the correction/removal of different attributes. Regarding the within-class variability in periocular images caused by different aspects such as eyeglasses and eye gaze, the hypothesis that we considered in this work is that it is possible to decrease this variability by an attribute normalization preprocess.

To perform such normalization process, we employed the AttGAN model [17] since its results compared with other state-of-the-art methods demonstrated a better capacity in changing facial attributes keeping the subject identity information as can be seen in Fig. 2, which is a crucial factor for a biometric system.

![Fig. 2. Comparison of state-of-the-art methods for facial attribute editing results. Adapted from [17].](image-url)

The AttGAN [17] is a deep model based on an encoder/decoder architecture. Compared with other facial attribute editing models, its main difference is an attribute classification constraint, which requires the correct attribute manipulation in the generated images. Regarding the problem of information loss, the architecture has a reconstruction learning, used to preserve the other attribute details, i.e., changing only the required attribute. The model training is performed using three learning components: the reconstruction, the attribute classification, and adversarial learning. These components guarantee the visual and reconstruction quality of the generated images with the correct attribute manipulation. Due to all these features and mainly regarding the ability to reduce the information loss, we choose the AttGAN network to perform the proposed attribute normalization. As the generative model receives as input an image and the attributes to be changed, we performed the attribute normalization by feeding the model with the images and requesting to remove the eyeglasses and correct the eye gaze.

The AttGAN can handle multiple attribute editing, i.e., changing more than one attribute with a single model. However, as we had to
use different datasets for each attribute normalization in our experiments, we trained two models, one for each attribute. We validate our proposed normalization by comparing the results of biometric systems based on handcrafted features and deep learning approaches using the original and normalized images.

4. EXPERIMENTS

4.1. Datasets

We carried out the experiments using two datasets: the UFPR-Eyeglasses, collected for this work, and used for the eyeglasses attribute normalization, and the UBIPr [23] for the eye gaze normalization. These datasets were detailed below.

4.1.1. UFPR-Eyeglasses

We collected a new challenging dataset to evaluate the effect of the occlusion caused by eyeglasses in the periorcular recognition using images captured by mobile devices under real uncontrolled environments. The dataset has 2,270 periorcular images (containing both eyes) from 83 subjects (166 classes), all taken by the subject himself/herself using his/her smartphone at visible wavelength in 3 distinct sessions. We manually annotated the iris bounding box of each image, and used these annotations to perform the image normalization regarding rotation and scale, and also to crop the periorcular region of each eye to $256 \times 256$ pixels. The within-class variations are mainly caused by different aspects on the images, such as illumination, occlusions, distances, reflection, eyeglasses, and image quality. The UFPR-Eyeglasses dataset (images and annotations) is available (under author request) to the research community.

4.1.2. UBIPr

The UBIPr dataset [23] is composed of 10,250 ocular images from 344 subjects. These images were captured under an uncontrolled environment by a Canon OS 5D camera with a 400nm focal length at visible wavelength. The main challenge of this dataset includes several variability factors in the images, such as different distances, scales, occlusions, poses, eye gazes, and eyeglasses. Unlike the UFPR-eyeglasses, this dataset does not contain images from the same subject with and without eyeglasses. Instead, there are images from the same subject with and without eye gaze. Thus, we used this dataset to evaluate the eye gaze normalization.

4.2. Baseline methods

We evaluated the proposed ocular normalization scheme using handcrafted features [9, 24], and deep representations based on approaches that recently reported state-of-the-art performances in the periorcular and iris recognition [1, 25]. These methods are detailed below.

4.2.1. Handcrafted features approaches

For the evaluation of the handcrafted features-based methods, we employed three approaches. The first is one of the first periorcular recognition methods found in the literature, proposed by Park et al. [24]. This approach combined Local Binary Patterns (LBP) [26, 27], Histogram of Oriented Gradients (HOG) [28], and Scale-Invariant Feature Transform (SIFT) [29] features. The second one is the winner approach in the Miche-II contest [8, 9]. This method is also composed of an iris recognition scheme, but in our experiments, we used only the periorcular recognition module, which was performed using Multi-Block Transitional Local Binary Patterns (MB-TLBP) features [9]. At last, we combined the following features by a score-level fusion: LBP, Local Phase Quantization (LPQ) [30], HOG and SIFT. All the features were extracted from a gray representation of the images extracted by the intensity channel. The normalized LBP and LPQ features were extracted from 16 patches with a size of $64 \times 64$ pixels cropped from each image. Then, the features of each patch were concatenated, generating feature vectors with a size of 944 and 4096 for the LBP and LPQ, respectively. The HOG features were extracted from the entire image producing a feature vector with 72,900 of size.

4.2.2. Deep learning based approaches

Recent works reported promising results in the development of biometric systems based on deep representations of the periorcular region [1, 2, 4–6]. These approaches generally consist of a CNN model that has a softmax layer at the top, and it is trained using the cross-entropy loss function. After the training stage, the softmax layer is removed, and then the deep representations can be extracted at the newest last layer. To evaluate the attribute normalization using these kinds of models, we employed two state-of-the-art methods to extract deep representations [1, 5]. These methods are based on the VGG16 and ResNet50 architectures pre-trained for face recognition [31]. Both methods generated a feature vector with a size of 256 for each image. We reported results from 5 runs (repetitions) for each model.

5. RESULTS AND DISCUSSION

The first step in our proposed normalization strategy is the training of the AttGAN model for ocular attribute editing using periorcular images. For the eyeglasses normalization (removal), we employed the entire UBIPr dataset in the training stage. Then, we normalized all the images from the UFPR-eyeglasses dataset by removing the eyeglasses. For the eye gaze normalization, we trained the Att-GAN using images from the first half of the subjects from the UBIPr dataset and normalized all images from the second half of the subjects by correcting the eye gaze. The Deep learning based approaches were trained using the first half of the subjects for both datasets. The second half of the subjects were used to evaluate and compare handcrafted features and deep learning approaches using original and normalized images. Some qualitative results of the attribute normalization using the AttGAN model are shown in Fig. 3.

For the recognition performance evaluation, according to the conclusions we previously drew about distance measures in ocular representations [1, 5], we chose to use the cosine distance metric to match both deep learning-based and handcrafted approaches. Regarding the SIFT features matching, we used the ratio test, as proposed by Lowe [29].

We started by generating pairwise comparisons considering only images with different attributes, i.e., pairs with eyeglasses/no-eyeglasses in the UFPR-Eyeglasses dataset and pairs with different gaze in the case of the UBIPr dataset. Using the second half of the subjects for each dataset, we applied the all-against-all protocol, generating 3,072 genuine and 274,464 impostor pairs for the UFPR-Eyeglasses dataset and 22,012 genuine / 6,246,232 impostors pairs for the UBIPr dataset.
Considering a verification task, we used the Decidability index and the Area Under the Curve (AUC) as metrics to evaluate the methods. The Decidability index measures how separated are the genuine and impostors scores distributions. As the proposed normalization aims to decrease the within-class variability, we considered the Decidability as the primary metric. The AUC informs the quality of the predictions based on different thresholds. The results achieved with the proposed attribute normalization are shown in Table 1, for the UFPR-Eyeglasses and UBIPr datasets. Note that we compared the results of the methods using the original and normalized images, in order to better evaluate the improvements in performance with respect to the solution described in this paper.

The results showed that the proposed normalization preprocessing consistently improve the verification results in the UFPR-Eyeglasses dataset, increasing the Decidability by 28% (i.e., 1.4261/1.1093) and 71% (i.e., 1.5764/0.9206), respectively using the features from the method proposed by Park et al. [24] and from the proposed handcrafted features fusion. Using the deep learning based approaches, the attribute normalization improved the Decidability by 15% and 4% for the methods proposed by Luz et al. [1] and Zanlorensi et al. [5], respectively. Unlike the experiments performed using the UFPR-Eyeglasses dataset, in the UBIPr one, the attribute normalization process consists of the eye gaze correction. Since this process is computed in a small portion of the periocular image (only in the eyeball region), in general, we can observe that the impact of applying the attribute normalization is smaller than the ones obtained in the UFPR-Eyeglasses images. Nevertheless, the highest Decidability index in the UBIPr dataset using hand-crafted features and Deep learning-based models was achieved by employing the normalized images.

Fig. 4 shows some qualitative results where wrong genuine matching between original images were corrected using the proposed attribute normalization. One can also observe that in the UFPR-Eyeglasses dataset, even when the eyeglasses were not entirely removed, the generative model was able to smooth them, such that the biometric system was able to correctly classified a pair as genuine. Investigating other wrong genuine matches, we stated that the pose and illumination aspect is one of the most significant factors that penalize the within-class variability in the UBIPr dataset.

6. CONCLUSION

This paper proposed an attribute normalization scheme that can be used as a preprocessing step to reduce the within-class variability in unconstrained pericocular recognition. The idea is to use state-of-the-art generative model that normalizes specific factors of all samples before being used by the recognition algorithm. Noting that our solution is fully agnostic to the recognition method used, our proof-of-concept was conducted in two datasets and five different baseline methods. Our idea was to compare the levels of performance attained by the recognition methods when using the raw data and when receiving the images preprocessed by our solution. The observed results corroborated our hypothesis that the proposed attribute normalization is highly effective to reduce the within-class variabilities, without compromising the discriminability between classes, which is the root for the observed improvements in performance.
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