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Abstract Indexing / retrieving sets of iris biometric signatures has been a topic
of increasing popularity, mostly due to the deployment of iris recognition systems
in nationwide scale scenarios. In these conditions, for each identification attempt,
there might exist hundreds of millions of enrolled identities and is unrealistic to
match the probe against all gallery elements in a reasonable amount of time. Hence,
the idea of indexing / retrieval is - upon receiving one sample - to find in a quick
way a sub-set of elements in the database that most probably contains the identity of
interest, i.e., the one corresponding to the probe. Most of the state-of-the-art strate-
gies to index iris biometric signatures were devised to decision environments with
a clear separation between genuine and impostor matching scores. However, if iris
recognition systems work in low quality data, the resulting decision environments
are poorly separable, with a significant overlap between the distributions of both
matching scores. This chapter summarises the state-of-the-art in terms of iris bio-
metric indexing / retrieval and focuses in an indexing / retrieval method for such low
quality data and operates at the code level, i.e., after the signature encoding process.
Gallery codes are decomposed at multiple scales, and using the most reliable com-
ponents of each scale, their position in a n-ary tree is determined. During retrieval,
the probe is decomposed similarly, and the distances to multi-scale centroids are
used to penalize paths in the tree. At the end, only a subset of branches is traversed
up to the last level.

1 Introduction

Iris biometrics is now used in various scenarios with satisfactory results (e.g.,
refugee control, security assessments and forensics) and nationwide deployment of
iris recognition systems has already begun. In the last information update about the
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UAE system [3], the number of enrolled identities was over 800,000, and more than
2e!? iris cross-comparisons have been performed. The Unique Identification Au-
thority of India [21] is developing the largest-scale recognition system in the world
(over 1 200 million persons). Similarly, the United Kingdom ID card initiative [22]
intends to provide one biometric identity for each citizen, which will result in 90
million enrolled identities if the goals are fully met.

Though matching IrisCodes primarily involves the accumulation of bitwise XOR
operations on binary sequences, an increase in turnaround time occurs in national
or continental contexts, which motivated growing interest in iris indexing strate-
gies able to reduce the turnaround time without substantially affecting precision. As
noted by Hao et al. [7], the indexing problem is a specific case of the more general
nearest neighbor search problem, and motivated several proposals in the last few
years (section 2). However, most of these methods were devised to decisions envi-
ronments of good quality, with a clear separation between the matching scores of
genuine and impostors comparisons.

In this chapter, not only we summarise the state-of-the-art in terms of iris biomet-
ric indexing / retrieval, but we focus particularly the problem of indexing in deci-
sions environments of poor quality, with a significant overlap between the matching
scores of genuine and impostor comparisons. This kind of environments is likely
when iris recognition systems operate in non-controlled data acquisition proto-
cols (e.g., automated surveillance scenarios, using COTS hardware). We analyse a
method [17] that operates at the code level, i.e., after the IrisCode encoding process.
We decompose the codes at multiple levels and find their most reliable components,
determining their position in an n-ary tree. During retrieval, the probe is decom-
posed similarly, and distances to the multi-scale centroids are obtained, penalizing
paths of the tree and traversing a only a subset up to the leaves.

The remainder of this paper is organized as follows: Section 2 summarizes the
state-of-the-art in terms of the published indexing / retrieval strategies. Section 3
provides a description of the method we focus in the chapter. Section 4 presents and
discusses the results with respect to state-of-the-art techniques. Finally, the conclu-
sions are given in Section 5.

2 State-of-the-Art

Table 1 summarizes the iris indexing methods that were reported recently in the
literature, which can be coarsely classified using two criteria: 1) the light spectrum
used for the data acquisition (either at near-infrared or visible wavelengths); and 2)
the methods’ input, which is either the raw iris texture or the biometric signature
(IrisCode).
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Yu et al. [24] represented the normalized iris data in the polar domain, dividing it
radially into sixteen regions, and obtaining the fractal dimension for each one. Using
first-order statistics, a set of semantic rules indexes the data into one of four classes.
During retrieval, each probe is matched exclusively against gallery data in the same
class. Fu et al.’s [5] use color information and suggest that artificial color filters pro-
vide an orthogonal discriminator of the spatial iris patterns. Each color filter is rep-
resented by a discriminator that operates at the pixel level. Gadde et al. [6] analyzed
the distribution of intensities and selected patterns with low coefficients of variation
(CVs) as indexing pivots. For each probe represented in the polar domain, a radial
division of n-bands was performed and indexed using the highest density of CV
patterns. Hao et al. [7] exclusively relied in the IrisCode. Using the spatial spread
of the most reliable bits, they were based on the notion of multi-collisions. In the
retrieval process, a minimum of k collisions between the probe and gallery samples
is required to identify a potential match. Jayaraman and Prakash [10] fused texture
and color information: they estimated the iris color in the YCbCr space and deter-
mined an index to reduce the search space. Texture was encoded using SURF [1]
keypoint detection and description. Mehrotra et al. [13] used SIFT [11] descriptors
and their spatial distribution. To overcome the effect of non-uniform illumination
and partial occlusions caused by eyelids, keypoints were extracted from angularly
constrained regions of the iris. During retrieval, the geometric hashed location de-
termined from the probe data accesses the appropriate bin of a hash table, and for
every entry found, a vote is cast. The identities that receive more than a certain
number of votes are considered possible candidates. Mehrotra et al. [14] divided the
polar iris data into sub-bands using a multi-resolution Discrete Cosine transforma-
tion. Energy-based histograms were extracted for each band, divided into fixed-size
bins, and iris images with similar energy values were grouped. A B-tree in which
instances with the same key appear in the same leaf node was built. For a query, the
corresponding key was generated, and the tree was traversed until a leaf node was
reached. The templates stored at the leaf node were retrieved and compared with
the query template to find the best match. Mukherjee and Ross [15] approached
the problem from two different perspectives: by analyzing the iris texture and the
IrisCode. The best results in the latter case were attained when each code was split
into fixed-size blocks. First-order statistics for each block were used as the primary
indexing value. A k-means strategy was used to divide the feature space into differ-
ent classes. Qiu et al. [19] created a small finite dictionary of visual words (clusters
in the feature space), called textons, to represent visual primitives of iris images.
Then, texton histograms were used to represent the global features, and the k-means
algorithm was used to classify the irises into five categories. Vatsa et al. [23] rep-
resented pixels of sub-regions of the unwrapped iris data in an 8-D binary feature
space. The four most significant bits were used to build four corresponding maps
from which the Euler numbers were extracted. Retrieving was performed using the
nearest neighbor technique for the topological data. Zhao [25] determined the aver-
age RGB values inside the iris, weighted them by the luminance component to form
a 3D feature space, and subsequently projected them into independent 1-D spaces.
Probes were matched only against gallery samples that corresponded to the union
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of the identities in the bins of each space. A similar approach was due to Puhan and
Sudha [18]: they obtained the color index (in the YCbCr color space) and used a
semantic decision tree to index the database.

3 Indexing / Retrieving Poorly Separated Data

3.1 Indexing
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3.1.1 Codes Decomposition / Reconstruction

Let s; denote a signature (IrisCode) s from subject i. As illustrated in Fig. 1, the key
insight of the method we describe here is to obtain coarse-to-fine representations of

s; as a function of the level / in the tree (sl(l)). These representations are grouped
according to their similarity in the L, metric space, and stored in tree nodes. A node
is considered a leaf when a cluster centroid is at a sufficiently small distance from
sE-l), Vj.

Let ¢(x) = Lrezh(k)V29(2x — k) and y(x) = Ticz8(k)v29(2x — k) be two
filters, where A(.) and g(.) are low-pass and high-pass filters. According to Mallat’s
multiresolution analysis [12], the operator representation of these filters is defined
by

(Ha)k =) h(n—2k)a,
(Ga)k = Y g(n—2k)a,

where H and G correspond to one-step wavelet decomposition. Let s denote
the original signal of length N = 2" (in our experiments, n = 11). s is represented
by a linear combination of ¢ filters:

S(") _ Za](cn>¢nk'

At each iteration, a coarser approximation sU=D = H sU) for Jje{l,...,n},is
obtained; d (=1 = G s\Y) are the residuals of the transformation s\/) — s(~1)_ The
discrete wavelet transformation of s) is
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where ( Y~ ! len dD) +1en(s) = len(s") = 2"; len(.) is the number of signal
i=0

coefficients. s are approximated at different levels / using H* and G* reconstruc-
tion filters:

(H) = Y h(l —2K)a
k

(G = Y g(l —2k)ay,

k

where s := Y~ (H*))G*d\) + (H*) " G*5\%). Considering that IrisCodes are
binary, the Haar wavelet maximally correlates them and was considered the most
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convenient for this purpose: the filter coefficients are given by h = [%, %], g=

[%, — %] and the reconstruction coefficients are similar #* = h and g* = —g. Under
this decomposition strategy, H acts as a smoothing filter and G as a detail filter. Next,
the filters are combined to reconstruct the signal at multiple levels by removing
the small-magnitude detail coefficients that intuitively do not significantly affect the
original signal. This is possible because the wavelets provide an unconditional basis,
i.e., one can determine whether an element belongs to the space by analyzing the
magnitudes of the coefficients used in the linear combination of the basis vectors.

The adjustment of a threshold (1) for the minimal magnitude of the coefficients
used in the reconstruction was accomplished according to the idea of universal
threshold, proposed by Donoho and Johnstone [4]. Here, wavelet coefficients with a
magnitude smaller than the expected maximum for an independent and identically
distributed noise sequence that is normally distributed were ignored:

A =+/2log(n)é, (1)

where 2" is the length of the original signal and o is estimated using

L NP2 i
0= mZ(di,j—d)za 2

i=1

where d; ; denotes the i wavelet coefficient at level j and d is the mean of

coefficients. Figure 2 illustrates an IrisCode s; and its representations at different
levels (n = {1,2,10}). The coarsest representation s(19) retains the lowest frequency
components of the input code (intensities are stretched for visualization purposes)
and is used in the root of the indexing tree, whereas the finest representation s(!) is
used at the leaves.

As illustrated in Figure 3, st correspond to increasingly smoothed versions of s.
They were used at each level of the n-ary tree, starting from the coarsest reconstruc-
tion (root of the tree) and iteratively adding detail coefficients at the deeper levels.
The top plot shows the average residuals between the original signal and the recon-
struction with respect to the levels used (horizontal axis); being evident that - on
average - residuals decrease directly with respect to the decomposition level. The
plots at the bottom row show histograms of the residuals for the coarsest (center)
and finest scales (right); enabling to perceive that the coarsest-scale reconstruction
is essentially a mean of the original signal.

3.1.2 Determining the Number of Branches per Node

Having a set of reconstructed signals {sl(l) }, a clustering algorithm was used to find
centroid that corresponds to a node in the tree and a partition of {sl(l)}, according to
the distances of elements to that centroid. Also, if the distance between {sl(l)} and
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IrisCode s; woo - b

Fig. 2 Representation of an IrisCode (upper image) at different levels, retaining coarse (bottom

image) to fine information from an input code. The sflo) representation is used in the root of the

indexing tree and the remaining representations at the deeper levels of the tree. Intensities and sizes
are stretched for visualization purposes.

the cluster centroid is less than a residual (v = n-0.1, Vi), the indexing process stops
at that level for that branch, and the node is considered a leaf.

The number of clusters determines the number of branches in each node of the
tree. In order to determine the optimal value, a comparison between the proportion
of variance in the data with respect to the number of clusters was carried out. In-
tuitively, if the number of clusters is too low, new partitions reduce the variance
significantly, but - at the other extreme - if the number of clusters is too high, adding
a new one almost doesn’t reduce variance. Hence, the ideal number of clusters was
considered to be reached when this marginal gain decreases significantly, Let k be
the number of clusters. The proportion of the variance explained is characterized by
a F-test:

(n—K) EL ni(V;—Y)?
(k=D XL Xy (% = Y)2

where Y; is the sample mean in the cluster, n; is the number of codes and Y
the overall mean. Considering (k;, F (k;)) as points on a curve, we seek the value
with minimal curvature, which corresponds to the number of clusters at which the
marginal gain drops more. Parameterizing the curve (x(¢),y(¢)) = (k},F(k})) using
quadratic polynomials yields a polygon with segments defined by

F(k) = 3)

“4)

x(t) = ast? +axt +ay
y(t) = b3t* + bt + by

The x(¢) and y(¢) polynomials were fitted via the least squares strategy using the
previous and next points at each point to find the a; and b; coefficients:
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Fig. 3 Average sum of residuals between an IrisCode s; and its representations at different levels

(sfl), top image). The images in the bottom row give the histograms of the residuals observed for
decompositions/reconstructions at the coarsest (left) and finest (right) levels.

2
=Y [yi-a+ax+and] 5)
i=1

Setting 9% = 0 yields

3 Yx Y] [a Lyi
Y Y2 yx| |ax| = | Lxvi (6)
Y X Xt las] (X
By solving the system of linear equations for a;, the coefficients of the interpo-

lating polynomials are obtained. The b; values are obtained similarly. The curvature
K at each point k; is given by

K (ki) = xX(0)'y(0)" = y(t)'x(@)"

COREI0RE @
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where primes denote derivatives with respect to ¢. In our case, X' (t) = 2taz + az,
X'(t) = 2a3, Y (t) = 2tbs + by and y’ () = 2b3. Hence, (7) was rewritten as

2t 2bs —2a3(2bs+b
(ki) = (2ta3 +a2)2b3 — 2a3(2b3 + 23). @)
((2taz +az)* + (2ths + by)?)?
Because we are primarily interested in the curvature at each point, ¢ was replaced
by 0, yielding

2 a2b3 — a3b2
K(ki) = % )
(a3 +b3)2
Finally, the position with minimal curvature was deemed to be the optimal num-
ber of clusters for that node:

k = argmin x(k;) (10)
l

Figure 4 shows an example of the described strategy to find the number of clus-
ters per node. Here, the F(k;) values were tested for k; € {2,...,11} (continuous
lines). The dashed line corresponds to the k(k;) values. The minimum curvature of
the interpolating polynomials was observed at k = 8.

Wariance Explained

Number Clusters

Fig. 4 Illustration of the strategy used to determine the number of clusters at each node of the n-
ary tree. For (k; € {2,...,11}), the amount of variance explained F (k;), is denoted by circular data
points. Quadratic polynomials were fitted to interpolate this data (continuous lines), from where
the curvature at each point was found (dashed line). The number of clusters k = 8 corresponds to
the point where the gain in the explained variance drops, i.e., where the curvature value attains a
minimum.
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3.2 Retrieval

The retrieval process receives a query signature s and a residual value & > 0. The
idea is to traverse only a subset of the paths in the tree, by iteratively decreasing &
and stopping when & < 0. At each node, the L, distance between the reconstructed
version of the query at level (I) and a cluster centroid is subtracted from &, consid-
ering the maximum distance between that centroid and the identities stored in the
branch. Formally, let g(s, é(o)) be the query parameters at the tree root (level 7). s()
is the reconstruction of s at the highest scale. The next generation of residual values
EU-1) at the child nodes is given by

070 =0 —max {0, 15 = || — max{ls} = ¢{"|l2,j € {1,....6}}}, A1)

being c; the i cluster and sg-l) the reconstruction at scale / of the signatures in

that branch of the tree. The set of identities retrieved is obtained by

{i}.q(s. 0D, if €D > 0n1> 1
q(s,6") = (i), ifED >0nT=1 (12)
0,ifEW <0

where [,] denotes vector concatenation and {i } is the set of identities in each
node. Because of the intrinsic properties of wavelet decomposition / reconstruction,
the distance values at the higher scales should be weighted, as they represent more
signal components. This was done by the erf function:

w(l) = 1+erf((;(l—n))’ (13)
being o a parameter that controls the shape of the sigmoid. Figure 5 shows exam-
ples of histograms of the cuts in residuals £ with respect to the level in the tree. On
the horizontal axis, note the decreasing magnitudes with respect to level. The dashed
vertical lines indicate the residual cuts in the tree path that contained the true iden-
tity. Note that, with exception to the leaf level (/ = 1), no cuts in the residual were
performed for the paths that correspond to the true identity. This is in opposition to
the remaining paths on the tree, where cuts in residual occurred at all levels.

3.3 Time complexity

Here we are primarily interested in analyzing the time complexity of the retriev-
ing algorithm, and how the turnaround time depends on the number of identities
enrolled. Let Ty, T, and T, denote the average elapsed time in the segmentation,
coding and matching stages. Without indexing, the average turnaround time for an
exhaustive search 7, is given by
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Fig. 5 Histograms of the cuts in residuals &) per level during retrieval. The vertical dashed lines
give the cumulative distribution values of the cuts, in the paths that correspond to the matching
identity of the query. Gray bars express the frequencies of the cuts occurred in the remaining paths
of the tree.

T,=T,+T1T.+N05T,, (14)

where N is the number of identities enrolled by the system. When indexing at the
IrisCodes phase, the average turnaround time 7; corresponds to

T,=T,+T.+NT,+(hp+(1—h) 05N T,, (15)

being 7, the average turnaround time for retrieval and / and p the hit and pen-
etration rates. Figure 6 compares the expected values for the 7; and 7, turnaround
times with respect to the number of identities enrolled. 7; and 7, were disregarded
because they do not affect the comparison. The values were obtained by repeatedly
assessing the turnaround times of the analysed method and of exhaustive searches.
The horizontal bars near each point give the range of values observed, enabling to
conclude that the indexing / retrieving starts to be advantageous when more than
54,000 identities are enrolled (vertical dashed line). Note that this value depends
of the hit / penetration rates considered, which are function of data quality. Even
though, it serves as an approximation of the minimum number of identities that turn
the indexing process advantageous in terms of turnaround time.
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N

Turnaround Time ()
©

n
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|

Fig. 6 Comparison between the turnaround times of an exhaustive search (red line) and when using
the indexing / retrieval strategy analysed in this chapter (black line), with respect to the number of
identities enrolled in the system.

4 Performance Comparison

Performance comparison was carried out at three different levels: 1) a set of syn-
thetic signatures was generated to perceive performance with respect to slight
changes in classes separability, which will be extremely hard to obtain using real
data; 2) a data set of relatively well separated near infra-red data (CASIA.v4 Thou-
sand) was used, in order to predict performance on scenarios that correspond to the
currently deployed iris recognition systems; and 3) a data set of visible wavelength
data with poor classes separability was used (UBIRIS.v2), which fits closely the
purposes of the method described in this chapter. Four methods were selected for
comparison, based on their property of operating at the IrisCode level: Gadde et
al. [6], Hao et al. [7] and Mukherjee and Ross [15]. All the results correspond to our
implementations of these techniques. In an appendix, detailed instructions to access
the source code implementations are given.

To summarize performance by a single value, the proposal of Gadde et al. [6]
was used, combining the hit and penetration rates. Similarly, a new measure T cor-
responding to the Euclidean distance between an operating point (%, p) and the op-
timal performance(hit = 1, penetration ~ 0), was defined:

Y(h,p) = Vh(1-p) (16)
T(hap) = (h_ 1)2+p27 (17)

where (h, p) express the hit and penetration rates.
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4.1 Synthetic IrisCodes

A set of synthetic binary signatures was generated as described in!. This method is
based in data correlation and simulates signatures extracted from data with broad
levels of quality, ranging from extremely degraded to optimal. This is illustrated
in Figure 7, showing various decision environments, from optimal (Env. A) to ex-
tremely poor separated (Env. C).

Good Quality Data Poorly Separated Data

(0.49, 0.02) (0.49, 0.02)

(0.49,0.02) [}
0 Env. A 02 Env. B ¢

0 Env. C

(0.14, 0.05) (0.31,0.08) (0.42,0.07)

o 2 3 o 75 6 ] 02 03 04 05 ] 3 04 3
Dissimilarity Dissimilarity Dissimiarity

Fig. 7 Illustration of the separation between genuine (dashed lines) and impostor (continuous
lines) comparisons, for different levels of quality. At the far left, histograms corresponding to
data acquired in heavily controlled scenarios are shown (A). Classes separability decreases in the
right direction.

When applied to good-quality data, the effectiveness of the Hao et al. [7] method
is remarkable (see the top left plot of Figure 8). In this case, this method outper-
forms by more than one order of magnitude. However, its effectiveness decreases
significantly in the case of degraded codes (bottom plot), which might be due to
the concept of multiple collisions that becomes less effective as the probability of a
given collision (of a minimum of 7z bits) approaches for genuine and impostor com-
parisons. The approach of Gadde et al. [6] had the poorest performance for all the
environments, whereas the method of Mukherjee and Ross [15] ranked third for the
range of the performance space in good-quality environments. However, this was
the unique technique that did not attain hit values above 0.9, either for good-quality
or degraded data.

The analysed method ranked second on good-quality data and showed the least
decrease in performance for degraded data. The higher robustness was particularly
evident for very high hit rates, which is the most important range for biometrics
scenarios. Table 2 summarizes the performance indicators and the corresponding
95% confidence intervals for the three types of environments. Each cell contains
two values: the top value regards the full operating range, and the bottom values are

"http://www.di.ubi.pt/-hugomcp/doc/TR_VWII.pdf



16 H. Proenca and J. C. Neves,

for the hit > 95% range. Again, the values confirm the above observations about the
relative performance of the techniques analyzed.
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Fig. 8 Comparison between the hit / penetration rates observed for the strategy focused in this
chapter and three state-of-the-art methods used as baselines. Results are expressed for three levels
of data quality.

Figure 9 shows a statistic of the penetration rates (vertical axes) observed for
queries that returned the true identity, for five kinds of environments, ranging from
poorly separated (Env. C) to good quality data (Env. A). This plot emphasizes the
good performance of the Gadde et al. method for good-quality data, obtaining pen-
etration values close to 0. For poor-quality data, though the median value of the
anlysed method’s data penetration is higher than that of Hao et al. (= 0.52 versus
0.13), it should be stressed that this statistic only accounts for cases in which the true
identity was returned, which is more frequent for our proposal than for any other.
Additionally, the inter-quartile range of Proenca’s method penetration values was
narrower than that of Hao et al.’s method, which is a signal of the stability of its per-
formance with respect to different queries. For all methods tested, the penetration
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Table 2 Summary of the performance indicators in synthetic data, with respect to four other strate-
gies used as comparison terms. The corresponding 95% confidence intervals are given.

Good Quality Data (Env. A) | Poorly Sep. Data (Env. D) | Extrem. Poorly Sep. Data (Env. E)
Method b4 T V4 T b4 T
0.9T£0.01] 0.12£0.0T [0.67£0.02] 0.47£0.0T [0.64£0.02 0.50+0.03
Proenga [17] 0.90+0.01{ 0.15+0.01 [0.5040.02| 0.54+0.02 |0.46+£0.03 0.78+£0.01
0.99+0.00] 0.0T£0.00 [0.76E£0.03| 0.33£0.01 [0.74£0.03 0.37+£0.05
Hao er al. [7] 0.994+0.00( 0.01+0.00 [0.444+0.13| 0.79+0.13 |0.44+0.05 0.79+0.02
0.65£0.0T] 0.49+£0.00 [0.58£0.03] 0.59£0.02 [0.58£0.02 0.59£0.01
Gadde et al. [6] 0.44+0.07| 0.80+0.04 [0.374+0.07| 0.86+0.01 |0.31+0.05 0.90+0.02
. 0.67+0.0I] 0.48£0.00 [0.59£0.03| 0.58+£0.03 [0.57£0.01 0.60+£0.0T
Mukherjee and Ross [15] - - - - - -

values decrease substantially for good separable data, though this is less evident for
Mukherjee and Ross’s proposal. This decrease is explained by the intrinsic proper-
ties of the clustering process involved here: clusters tend to have similar number of
elements, and for every query, all identities inside a given cluster are returned. This
prevents only a small set of identities from being returned even for highly separable
data.

Figure 10 shows a zoom-in of the hit / penetration rates for three environments.
Based on these, it is evident that the method analysed in this chapter consistently
outperforms all the others for high hit values (above 0.9). Additionally, it is the
unique that obtained full hit values with penetration smaller than one, meaning that
was the unique that always retrieved the true identity and simultaneously reduced
the search space. The minimum hit value above which the analysed method becomes
the best appears to be a function of the data separability. This is confirmed by the
rightmost plot, which relates the quality of data and the minimum hit value. For
the worst kind of data (Env. C, quality=0.0), the analysed method outperforms any
other for hit values above 0.88. As data separability increases, the minimum hit
value varies roughly linearly, and for environments with a quality index higher than
0.2, the method of Hao et al. starts to be the best and should be used instead of ours.

4.2 Well Separated Near Infra-Red Data

The CASIA-Iris-Thousand? was used in performance evaluation, to represent rea-
sonably well separated data. This data set contains 20 000 images from both eyes of
1 000 subjects, yielding the evaluation with 2 000 different classes (eyes).

The noise-free regions of the irises were segmented according to the method of
He er al. [8] and an elliptical parameterization was chosen for both iris boundaries,
according to the random elliptic Hough Transform algorithm. Next, the reasonabil-
ity of the segmentation was manually adjusted, 110 images were discarded due to

2 CASIA Iris Image Database: http://biometrics.idealtest.org/
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Fig. 9 Boxplots of the penetration rates observed in cases where the true identity was retrieved.
Values are shown for different levels of data separability, starting from data of poorest quality (Env.
0.0) to good quality data (Env. 1.0).

bad quality and the remaining data translated into a pseudo-polar coordinate sys-
tem using the Daugman’s rubber sheet model. Next, three different configurations
for Gabor kernels were used in signature encoding (wavelength @ and orientation
0 were varied, phase ¢ and ratio r were not considered) . The optimal parame-

ters for the Gabor kernels g were obtained by maximizing the decidability index

d = |1 —pig|

3 (0% +o7)

and o, oy their standard deviations.

, being Ug, W the means of the genuine and impostors distributions

g(x,y,a),@,crx,cry) = 5s-- ¢ x Y €'T, (18)

~ 27mo,0y

being @ = xcos(0) —ysin(0), P, = —xcos(6) +ysin(H), o the wavelength, 6
the orientation and oy = 6, = @/2. The parameters found were obtained by exhaus-
tive evaluation in a training data set of 200 images randomly sampled from the data
set: (0,0) ={(0.33,7/4),(0.28,37/4),(0.51,7/2)}. Figure 11 gives some exam-
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Fig. 10 Comparison between the hit/penetration plots in the performance range that was consid-
ered most important for biometric recognition purposes (hit values above 0.85). In poorly separable
data the analysed method outperforms all the remaining ones in this performance interval, and the
minimal hit value above which our method becomes the best varies roughly linearly with the data
separability (bottom right plot).

ples of the noise-free iris masks and the iris boundaries for the CASIA.v4 Thousand
images.

Results are given in Figure 12. The top left plot gives the decision environment,
according to the recognition scheme used. At the center, a comparison between the
hit / penetration values for the four techniques is shown, whereas the plot given
at the top right corner summarizes the penetration rates in cases where the true
identity was retrieved. Results confirm the previously obtained for synthetic data
(for environments of average to good quality) and the approach of Hao er al. largely
outperformed. The analysed method got a consistent second rank, followed by that
of Mukherjee and Ross and Gadde et al’s. The boxplots confirm these observations,
being also notorious the smaller variance of the analysed method and Hao ez al’s in
the number of retrieved identities, when compared to Gadde ef al’s and Mukherjee
and Ross.
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Fig. 11 Examples of the real iris images used in performance evaluation, segmented according
to the method of He et al. [8]. The upper rows regard the CASIA.v4 Thousand data set, and the
bottom rows give images of the UBIRIS.v2 data set.

4.3 Poorly Separated Visible Wavelength Data

The UBIRIS.v2 [16] data set constitutes the largest amount of iris data acquired
from large distances (four to eight meters) at visible wavelengths, containing images
of degraded quality that lead to poor separability between the matching scores of
genuine and impostors comparisons. It has 11 102 images from 522 classes, from
which 285 were not considered due to their extreme low quality level (e.g., out of
iris or almost completely occluded data). Similarly to the process described for the
CASIA.v4 Thousand set, images were segmented according to the method of He
et al. [8] and followed the same processing chain, using the Gabor filters G with
parameters (@, 0) = {(0.18,7/6),(0.35,47/6),(0.20,77/8)}. The bottom rows of
Figure 11 illustrate some examples of the images used.

These results were regarded in a particularly positive way, as they correspond to
the environments where this method was devised for. As illustrated by the decision
environment of Figure 13, classes have extremely poor separability, that can only
be used in cases where no human effort is putted in the recognition process (e.g.,
automated surveillance). For this type of data, the analysed method outperformed
in the most interesting performance range, i.e, for hit values above 90% (plot at the
center). The rightmost plot gives a complementary perspective of results, by com-
paring the penetration rates in queries where the true identity was retrieved. In this
case, the Proenga’s method got clearly higher penetration rates than Hao et al’s, and
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Fig. 12 Results observed for the CASIA.v4 Thousand iris data set. The top left plot gives an
illustration of the decision environment yielded by the used recognition techniques is given. Plot
at the top right corner compares the hit / penetration rates and the bottom plot summarizes the
penetration rates observed in cases where the true identity was retrieved.

the value for the upper whisker is particularly important: for all queries the former
method was able to reduce the set of identities retrieved, which did not happened in
any of the other methods. Confirming the previous results, Hao er al.’s was the best
for low hit values and got a solid second rate in the remaining performance range.
Also, the smaller interquartile range of our method when compared to Hao ez al.” s
was also positively regarded as an indicator of the smaller variability with respect
to different queries. Mukherjee and Ross’ slightly better results than Gadde ez al.’s,
but in the former no hit values above 0.9 were obtained.

Table 3 summarizes the results observed in the CASIA.v4 Thousand and UBIRIS.v2
data sets. The upper value in each cell regards the full operating range and the bot-
tom value regards the meaningful range for biometrics scenarios (hit values above
95%). The values highlighted in bold confirm the suitability of the Proenga’s method
to work on poorly separable data (UBIRIS.v2, Ay = 4-0.11 of ours with respect to
Hao et al.) and stress the effectiveness of Hao ef al.’s method when working in sce-
narios that correspond to the currently deployed iris recognition systems (CASIA.v4
Thousand, Ay = —0.07 of ours with respect to Hao et al.).
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Fig. 13 Results observed for the UBIRIS.v2 iris data set. The top left plot givesan illustration
of the decision environment yielded by the used recognition techniques is given. Plot at the top
right corner compares the hit / penetration rates and the right plot summarizes the penetration rates
observed in cases where the true identity was retrieved.

Table 3 Summary of the performance indicators (17) observed in the CASIA.v4 Thousand and
UBIRIS.v2 data sets, with respect to four strategies used as comparison terms. The corresponding
95% confidence intervals are given.

CASIA.v4 Thousand (NIR) UBIRIS.v2 (VW)
Method Y T b4 T
0.91+£0.02| 0.12+£0.0T [0.71£0.02[0.36 £0.02
Proenca [17] 0.88 + 0.02| 0.14 + 0.02 |0.53 + 0.03(0.78 + 0.02
0.96£0.0I| 0.04£0.0T [0.75£0.03[0.34£0.02
Hao et al. [7] 0.95 +0.01| 0.05+0.01 |0.42 + 0.06(0.82 + 0.04
0.62£0.0T| 0.5T£0.02 [0.60£0.02{0.47£0.02
Gadde et al. [6] 0.40+0.07 | 0.82+0.02 |0.37+0.04|0.88+0.03
. 0.76£0.02| 0.43+£0.02 [0.61£0.02{0.46£0.02
Mukherjee and Ross [15] - - - -

5 Conclusions

This chapter aimed at summarising the state-of-the-art in terms of indexing / re-
trieving strategies for iris biometric data. In particular, we focused in the descrip-
tion of one technique to operate in /risCodes extracted from low quality data, i.e.,
with a poor separability between the matching scores of genuine and impostor dis-
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tributions. The described technique is based on the decomposition of the codes at
different scales and in their placement in nodes of an n-ary tree. In the retrieval pro-
cess, only portions of the tree are traversed before the stopping criterion is achieved.
The main advantages of the described technique with respect to the state-of-the-
art are three-fold: 1) the proposed technique has consistent advantages over other
techniques when applied to poorly separated data, specifically in the performance
range that is relevant for biometrics (hit values above 95%); 2) these levels of per-
formance were achieved without a substantial increase in the computational burden,
turning the use indexing / retrieving advantageous (in terms of turnaround time)
when more than 54 000 identities are enrolled in the system; and 3) the method is
quasi-independent of the iris signature encoding scheme, provided that it produces
a binary signature.
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