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Abstract 

Introduction: Breast cancer is a serious disease that affects millions of people, most of whom are women. 

Breast density has been shown to be an important risk factor and must be considered in breast cancer 

screening and prevention. This review article highlights the importance of breast density as a risk factor 

associated with breast cancer, both as a single factor and associated with other known risk factors. 

Objective: The objective of this article is to analyze the methods used to evaluate breast density in the most 

common complementary diagnostic procedures used by radiologists: mammography and breast ultrasound.  

Conclusion: Many methods are used to calculate breast density using mammography, but there are fewer 

methods for evaluating breast density using ultrasound. The set of computational methods used to evaluate 

breast density in ultrasounds is difficult to apply in practice. Given the importance of ultrasound in the 

diagnosis of breast cancer, the specification of breast density calculation methods for this type of 

supplementary means of diagnosis is relevant. Some of the most commonly used methods in mammography 

do not provide satisfactory results when they are applied in breast ultrasound. Nevertheless, this analysis 

provides a starting point to further research in breast density assessment in ultrasound. 
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1. Introduction 

2.Cancer is a scourge that affects many people [1]. Breast cancer is associated with an image of severe 

gravity because it affects a body part full of symbolism in motherhood and femininity. Breast cancer is a 

malignant tumor that develops in the cells of the breast tissue. It is much more common in women, 

although it can also affect men [2]. 

3.In Europe, the incidence of breast cancer in 2008 within the 27 member states of the European Union 

(EU) [3] Belgium, Bulgaria, Czech Republic, Denmark, Germany, Estonia, Ireland, Greece, Spain, 

France, Italy, Cyprus, Latvia, Lithuania, Luxembourg, Hungary, Malta, Netherlands, Austria, Poland, 

Portugal, Romania, Slovenia, Slovakia, Finland, Sweden and the United Kingdom and three European 

Free Trade Association (EFTA) countries, i.e., Iceland, Norway and Switzerland, totaled 332,771 cases, 

which corresponds to approximately 7% of the population, and a mortality rate of 89,797, which 



 

corresponds to approximately 3% in 27 countries and a total of approximately 500 million people. The 

distribution of breast cancer in these 27 countries is illustrated in the chart of Figure 1. 

4.The most recent data on the incidence of cancer in Portugal, which is included in the National Cancer 

Registry 2001 [4], shows that breast cancer ranks second and represents 14% of registered cancers. 

According to the Portuguese Institute of Oncology (IPO) in Porto [5] data, from the period of 1989 to 2009 

in Northern Portugal, breast cancer has significant values of malignant tumors, which first appear in 30-

40% of the cases. 

 

 

 

 

 

 

 

 

Figure 1- Statistical Data from EEC and EFTA – Number of cases of breast cancer in EEC and EFTA [3]. 

 

In Figure 2, the percentage of breast cancer compared with other types of cancer is presented; breast 

cancer is in 2nd place in the list of the highest number of cases in 1990 and in 1st place in the remaining 

years.  

The number of patients who received diagnoses during 1989-2009 increased. Society has shown a 

greater concern with the possibility of having any type of cancer. This interest is important because early 

detection and subsequent treatment indicates a lower mortality rate. Figures 2 and 3 illustrate not only 

the importance of breast cancer compared with other types of cancer but also a significant increase in 

the cases treated over the years and in the number of cases where a malignant tumor exists. 

 



 

 

 

 

 

 

Figure 2- Percentage of breast cancer in different years based on the Statistical Data from the Portuguese 

Institute of Oncology of Porto [5]. 

  

Figure 3- - The number of patients receiving a diagnosis with malignant tumors, namely breast cancer, in 

women - Statistical Data from the Portuguese Institute of Oncology in Porto [5]. 

 

According to IPO, in 2000-2001, women who had been observed during the previous five-year period had a 

relative survival of 83% in 99% of the breast cancer cases detected in those years [5]. 

Considering the relationship between the demographics in European countries [6] and the number of breast 

cancer cases in each country in 2008, breast cancer generally occurred more often in more densely populated 

countries, where there is an increased number of breast cancer cases. Figure 4 illustrates the relationship 

between the number of breast cancer cases and the population of each of the 27 countries of the European 

Union plus the 3 countries of the European Free Trade Association. 



 

The American Cancer Society - Breast Cancer Facts and Figures 2011 [7] shows that 230,480 new cases of 

breast cancer were estimated to occur in 2011 in the United States. This cancer ranks second in cause of 

death. However, the same study stated that although the incidence of mortality of breast cancer continues to 

be relevant, the decreasing rate is directly related to early diagnosis. In a similar study in 2007 by the 

European Cancer Organization [8], similar conclusions were obtained: it is essential to early detect and screen 

to prevent and cure disease. Ferlay [3] also found that breast cancer ranked second, with a percentage of 13%. 

 

 

 

 

 

 

 

Figure 4- - Relation between population from EU and the number of breast cancer cases [3]. 

The National Breast and Ovarian Cancer Center, in a 2009 publication [9], considered the following risk 

factors: moderate to strongly increased, slightly increased or decreased. The moderate to strongly increased 

group accounts for factors such as sex because women are naturally prone to breast cancer: they are 100 

times more likely to have breast cancer than are men. Age is another factor that influences the propensity to 

having breast cancer; older women are at a higher risk. Studies indicate that 75% of breast cancer occurs in 

women over the age of fifty. Affluent countries that are highly populated show a higher number of breast 

cancer cases, as shown in Figure 1. Genetics are another risk factor, as indicated by family history. Women 

who have had first-degree relatives, such as a mother or sister, with breast cancer show a higher propensity 

towards the disease. This risk increases proportionally with the number of first-degree relatives who have 

breast cancer. Breast condition is also a risk factor and includes breast density. Women with high breast 

density present a four to six times increased risk compared with women who have low breast density. Women 

presenting higher levels of estrogen have a two-fold increased risk. 



 

For the slightly increased or decreased group, hormonal factors, such as reproductive history, menstrual 

history, menopausal status and exogenous hormone, and personal lifestyle are important factors to consider. 

However, they depend on women’s habits, namely overweight and obesity, alcohol consumption, and 

physical activity.  

Other factors that have been considered risk factors have no evidence of support in this study, including 

factors such as pregnancy termination or abortion, smoking or environmental pollutants. Because the causes 

of breast cancer are still undetermined, early detection using medical examinations is important. The earlier 

that signs of the disease are detected, the greater the likelihood of successful healing is. In addition to self-

examination, there is a set of medical tests that can be used to identify the presence or absence of the disease: 

a clinical breast examination and imaging tests, which may include mammography or ultrasound and can be 

performed with some frequency, especially after the age of 40. These are primarmily used for early detection, 

whereas tests such as MRI (Magnetic Resonance Imaging) and biopsy are performed when there are signs of 

cancer.  

William Black and Gilbert Welch [10] reported the importance of tests such as mammography and 

ultrasound. The article discusses the advantages of tests using technology of many types, focusing on the 

tests used to detect cancer. A reduction of mortality from breast cancer in women was found for those who 

had mammograms, which is one of the most commonly performed tests. The risk factor that has become 

increasingly important is breast density, which is therefore the focus of this paper. 

 

2. Breast density as a risk factor  

Presentation of the breast varies from woman to woman and depends on breast composition, including both 

glandular and fat tissue. Therefore, in exams such as mammography or breast ultrasound, breast tissue 

presents itself differently: darker regions indicate fat, and clearer regions indicate glandular tissue. Breast 

density is a way to describe the types of tissue that make up the breast. The breast is made up of glandular or 

ductal tissue, fibrous connective tissue and fatty tissue. The amount of each of these tissues varies in women. 

Women who have more fibrous connective and glandular tissue than fatty tissue have greater breast density. 

Breast density depends on factors such as the number of children, weight and age. Breast density is measured 



 

according to the presence of a higher or lower amount of fat in the breast tissue. Because the most common 

exam is mammography, almost every study was developed considering mammograms. 

As a relevant risk factor, studies published have considered breast density to be important since 1976, when 

Wolfe [11] established a relationship between the mammary gland density and the risk of breast cancer. 

Several studies have been developed in this area, thus giving relevance to breast density based on different 

approaches:  

 “Mammographic Densities and Breast Cancer Risk” [12] analyzes the literature published during 

1976-1997 under terms such as mammography and breast cancer risk. Qualitative and quantitative 

methods for classifying parenchymal patterns are presented and compared. In this study, 

mammographic densities and other risk factors for breast cancer are analyzed, and mammographic 

densities are identified as an independent risk factor. 

 The literature review “Applications and literature review of the BI-RADS classification” [13] 

concerns the usefulness and limitations of the BI-RADS lexicon. 

 “Breast Density and Parenchymal Patterns as Markers of Breast Cancer Risk: A Meta-analysis” [14] 

states that mammographic features are associated with the risk of breast cancer. This association 

varies considerably between studies, and it is uncertain whether this relevance is modified when 

associated with other risk factors. Reviews of other studies have been performed, and the findings 

revealed that breast density is one of the strongest risk factors. Therefore, more consideration should 

be given to the routine measurement of mammographic density because this marker has potential to 

be used for the research and prevention of breast cancer. 

 In the study “A Comparison of Breast Tissue Classification Techniques” [15], different strategies 

for extracting features from tissue and their classification systems are reviewed, and the feasibility 

of estimating breast density by using automatic computer vision techniques and the benefits of 

segmentation of the breast based on internal tissue information are demonstrated. 

 The study “Breast Image Registration Techniques: a survey” [16] gives an overview of the current 

state-of-the-art in the breast image registration techniques: Image registration; and reviews literature 

on intra-modality breast image registration on the design of co-registered multimodality breast 

imaging acquisition systems and validation of breast registration methods. 



 

 The study “Comparison between Wolfe, Boyd, BI-RADS and Tabár Based Mammographic Risk 

Assessment” [17] provides a comparative study of the Wolfe, Boyd, BI-RADS and Tabár-based 

assessment approaches for mammographic image classification methods. 

 In the study “Comparing Measurements of Breast Density” [18], the authors undertake a theoretical 

analysis of physical breast density definitions and area versus volumetric estimation techniques and 

analyze both the images and the results of applying the various techniques.  

 In the study “Mammographic Density. Measurement of mammographic density” [19], Martin Yaffe 

reviews the techniques for measuring density and gives some consideration for strengths and 

limitations. 

 The paper “Automated breast cancer detection and classification using ultrasound images: A survey” 

[20] reviews Computer-aided design (CAD) systems for breast cancer detection and classification 

using ultrasound images and summarizes the techniques developed. The advantages and 

disadvantages are discussed, different performance evaluation metrics are studied and future 

developments and trends are also investigated. 

 The paper “Automatic Breast Density Segmentation: an integration of different approaches” [21] 

states that in most studies, breast density is assessed by using a user-assisted threshold method that 

is both time-consuming and subjective. In this study, the authors develop a breast density 

segmentation method that is fully automatic and is based on pixel classification, considering 

different approaches known in literature, such as breast density segmentation. 

 The paper “A review of automatic mass detection and segmentation in mammographic images” [22] 

reviews the existing approaches for automatic detection and segmentation of masses in 

mammographic images. The advantages and disadvantages of the various approaches are 

demonstrated. 

The above studies show the interest in breast density and its relevance for risk of breast cancer. The studies 

mention classification systems that involve breast density and image analysis techniques, thus revealing a 

great interest in image processing and breast density evaluation. Since Wolfe’s publication in 1976, several 

studies have considered the relationship between breast density and the risk of breast cancer. 

Both Boyd [23] and Ursin [24] reported that women with a high mammary density have a greater probability 

of developing breast cancer. A new model based on the Gail Model [25] was built, and breast density was 



 

added as a risk factor, as presented by Chen [26]. The conclusions determined that with the newly developed 

model, women with a higher breast percentage density have a higher propensity for breast cancer. 

In 2006, Titus-Ernstoff presented [27] a study that evaluates the risk factors of breast cancer that are 

associated with breast density. Although the density of the breast is a risk factor for breast cancer, the study 

suggested that with more efficient mammary density measurements, a higher amount of consistent studies 

can be produced. 

In 2007, Boyd presented [28] a study using mammography that related breast density to the risk of cancer. 

In the conclusion of that study, breast density was reported to be strongly associated with an increased risk 

of breast cancer: the higher the density, the higher the risk of cancer; further, this risk persists for a 

considerable period of time. The calculation of assigned risk shows that breast density explains a significant 

proportion of cases of breast cancer in young women and demonstrates that a large percentage of women 

have more than 50% mammary density. In 2007, Vachon presented [29] a study where several models were 

evaluated and to which another risk factor is added, namely breast density. The conclusion was that breast 

density is important not only in women who are considered to be at risk and are receiving mammograms but 

also in women at younger ages. In 2008, Jeffrey presented [30] a breast density analysis in a group of women. 

The conclusions were that women with low breast density had a lower risk, unless they had a family history 

of breast cancer. 

The impact of breast density associated with several risk factors has been widely analyzed to demonstrate 

that breast density is a risk factor of breast cancer. In 2011, Boyd stated [31] that in future studies, breast 

density should be improved by calculating the percentage of breast density, which should be included in the 

definition of individual risk. 

In America, there are 19 states with breast density notification laws [32], which require physicians to notify 

women who present mammographic breast density. This information is sent to women with dense breasts. 

Working groups of experts in breast imaging and breast cancer risk conducted several studies related to breast 

density to provide women and radiologists with accurate information [33], [34]. 

Table 1 shows several studies that aim to address the combination of breast density and other risk factors of 

breast cancer and thus consider breast density to be a risk factor. 



 

3. Qualitative classification of breast density 

Breast density is generally quantified by a technician or doctor who performs the exam, and there are several 

approaches to this classification [11]. However, this classification in most cases depends on the skills of the 

person who made the observation and therefore does not allow a uniform assessment. 

D’Orsi [46] found that the evaluation of body part thickness shows a thicker density in larger areas. When 

calculating the size and thickness of the breast, the same standards are followed. According to the same 

author, the breast can be classified into three broader categories, depending on the relative amounts of 

glandular tissue versus adipose tissue [46]: 

 Glandular breast: In general, a young breast is denser because it contains a relatively small amount 

of fat tissue. This usually occurs in women under 30 years; however, an older woman who has never 

carried a pregnancy to completion may also be included in this category. Nevertheless, pregnant and 

lactating women can still be included in this category. 

 Fatty and glandular breast: With increasing age, the tendency is for the fat in the breast to increase. 

There is an approximation in the amount of fatty tissue and glandular tissue. Women between 30 

and 50 years old are usually included in this category. 

 Fatty breast: Women aged 50 and/or upon the occurrence of menopause are included in this category. 

With the end of reproductive life, the breast loses fibrous mass and turns into fat. 

Although it may be based on the above categories, the process of quantifying breast density is not exact, and 

several approaches have been defined over time. In most situations, the quantification of breast density is 

performed by the technician who is performing the test. There are several ways of classifying it [28], the 

most common of which involves two radiologists analyzing breast density and distinguishing it as fitting into 

one of the following six categories: 0%, <10%, from 10% and <25%, from 25% and <50%, from 50% and 

<75%, and >75%. 

. 

 

 

 

 



 

 

Table 1- Summary of studies considering breast density associated with other risk factors.  
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     Risk Factors 

Ethnicity              

Age                  

Residence             

Exam Date            

Menopause Status               

Age at Menopause             

Type of Menopause            

Number of Mammograms            

Postmenopausal            

Interval Between Mammograms             

Age at Menarche               

Age at the Birth of First Child               

Number of Live Births            

Use of Hormone Therapy             

Not use of Hormone Therapy            

Personal History of Breast Cancer              

Family History of Breast Cancer              

First-degree Relatives with Breast 
Cancer 

            

Number of Breast Biopsies            

Atypical Hyperplasia            

BRCA1 Mutation Carriers or Not            

BRCA2 Mutation Carriers or Not            

Height (cm)             

Weight (kg)             

BMI (Body Mass Index)            

 

 



 

In conclusion, breast density is an important risk factor, but a method for assessing breast density is also 

important. As shown in Tables 2 and 3, several algorithms have been developed to evaluate breast density by 

ultrasound . 

Among the most widely used classifications, the Wolfe classification [11] is based on mammograms and is 

a visual classification method that can be defined as follows: 

 N1 corresponds to fatty normal breast; 

 P1 corresponds to prominent ducts occupying less than 25% of the breast; 

 P2 corresponds to prominent ducts occupying between 25% and 75% of the breast; and 

 Dy corresponds to breast dysplasia and is extremely dense. 

The classification of Breast Imaging Reporting and Data System - BI-RADS [17, 46], which is based on 

standard reports for viewing mammograms developed by the American College of Radiology (ACR) [47], is 

divided into the following categories: 

 Category 1: Breast is mostly made up of fat <25% breast density. 

 Category 2: Approximately 25% to 50% breast density. 

 Category 3: Approximately 51% and 75% breast density. 

 Category 4: Extremely dense > 75% breast density. 

In Table 2 of [29], the classification of BI-RADS and Wolfe, are presented as qualitative classifications. 

Three methods of quantitative classification are also presented: 

 First, acetate is placed in superposition on the mammography image, and a technician searches for 

areas of breast density. The total amount of breast density is measured using a delimitation tool. The 

percentage of breast density is assigned on a scale of 0% to 100% and is then fitted into five levels 

of 0%, 1% to 24%, 25% to 49%, 50% to 74% and larger or equal than 75%. 

 Second, a computer-assisted method is used, in which mammograms are digitized, and two initial 

points are selected. The first separates the background image of the breast, and the second identifies 

the boundary of the dense tissue. In the calculated pixels, some represent the total breast area and 

others represent the dense area, thus providing a formula to calculate the breast density percentage. 

 Third, breast density is classified by experts in radiology [28]. 

 



 

4. Breast density evaluation 

Digital Image Processing, dating from the 1960s, was developed by research projects at NASA in the United 

States of America. Shortly thereafter, studies that require the knowledge provided by this method, such as 

medicine, microscopy, and meteorology, appeared. 

Since the discovery of X-rays by Wilhelm Konrad Roentgen in 1895, medical images have become an 

important resource and are widely used in the practice of medicine. There are many methods, approaches and 

objectives for medical image processing. The methods allow doctors to noninvasively inspect the human 

body for abnormalities and allow for fast diagnostic decisions [48]. 

 

4.1 Computer-based Image Processing  

Computer vision addresses theories and algorithms for automating the process of visual perception and 

involves tasks such as noise removal, smoothing, edge sharpening, image segmentation to isolate object 

regions, and interpretation. Therefore, image processing may be defined as applying a series of processes of 

acquisition, correction, improvement, or image compression and processing to improve image quality and 

information. To perform breast density evaluation, the following steps, as illustrated in Figure 5, were defined 

[49]. 

 

 

 

 

 

 

 

 

 

Figure 5- Steps for processing medical images [49]. 
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Image acquisition – Generally, scanning an image means making it computationally manageable. When 

transforming an image to a digital form, it is necessary to convert it into a signal. The definition of this signal, 

which represents the image, is a process where each pixel is represented by an integer value proportional to 

the brightness and color at the corresponding point in the image. 

Image Preprocessing - Processing techniques are used to improve some aspects of the image such as 

mitigating noise and enhancing contours; edge detection; image registration; and improving the 

characteristics of intensity, color and texture. 

Segmentation – Dividing an image into distinct regions where the pixels of each region have similar 

characteristics. The success of image analysis depends on an effective image segmentation process. There 

are different approaches and different ways of performing the segmentation process [50]. 

Some researchers have proposed the divisions of segmentation as follows: 

 Texture segmentation 

 Region segmentation 

In texture segmentation, segmentation as a graph-cut problem is formulated. Other researchers have 

considered a partition of a color image based on different modes within the estimated empirical distribution 

by extracting regions of interest in the image [51-54]. 

In region segmentation, important information about the structure of the objects in the image is given. Several 

methods have been proposed to combine color and texture with the contours of the image [55-57]. 

Another approach considers the divisions to be as follows [58]: 

 Non-contextual segmentation techniques  

 Contextual segmentation techniques  

In a non-contextual technique, the relationships among features of an image are not considered, and image 

segmentation is performed by considering the global attributes. In contextual segmentation, the features are 

relevant for the segmentation process. The simplest process for a non-contextual process is thresholding. The 

input to a thresholding operation is typically a grayscale or color image, and the output is a binary image that 

represents the segmentation. The binary map contains two values: if the pixel's intensity is higher than the 

threshold, then it is labelled with a value of one and the pixel is set to white. Conversely, if the pixel’s 

intensity is lower than the threshold, then it is labelled with a value of zero and is set to black. The 

segmentation depends on both the image property being thresholded and the chosen threshold. 



 

Adaptive thresholding or color thresholding can also be used. In adaptive thresholding, the thresholds change 

dynamically over the image [59]. In color thresholding, there is more information regarding the pixel levels; 

thus, it involves partitioning the color space [60]. Contextual segmentation includes a spatial analysis, i.e., 

each pixel is analyzed, as are its neighboring pixels. In general, context segmentation includes methods such 

as region growing and merging or splitting techniques [61]. 

Region growing is a region-based segmentation in which pixels that have similar properties are grouped into 

a large region. The pixels are grouped together and are marked by principals of similarity and spatial 

proximity. Region splitting and region merging are opposite methods. The splitting process starts with the 

whole image, which is recursively divided into sub-regions until a homogeneity condition is satisfied. The 

merging process starts with a small region and merges regions with similar characteristics.  

Another approach separates traditional image segmentation methods into three categories [61]: 

 Pixel-based segmentation  

 Edge-based segmentation 

 Region-based segmentation (described previously) 

Pixel-based segmentation corresponds to the thresholding segmentation that were previously presented in 

non-context segmentation. Edge-based segmentation consists of detecting edges between regions. Some 

authors consider a fourth method: clustering-based segmentation, which clusters tokens with high similarity 

(small distance in the feature space). 

Feature Extraction - This is the process by which parameters are obtained for use in the classification 

process, which are, in most situations, derived from segmentation. Image classification is the biggest task 

after extracting the image characteristics because it classifies the extracted object into a category. 

Image Classification - This process depends on the feature that it aims to classify. Different ways of dealing 

with the variability lead to different ways of classifying images, but two basic image classification strategies 

are presented [62]:  

 Supervised classification: the algorithms for supervised classification are conventional pixel-

labelling algorithms. Examples include multidimensional thresholding; Minimum-distance 

classification; maximum likelihood classification; and support vector machine. 



 

Unsupervised classification – the algorithms for unsupervised classification examine a large number of 

unknown pixels and divide them into a number of classes based on natural groupings present in the image 

values. Examples include K-means, fuzzy K-means, hierarchical, and histogram-based clustering. 

The process is illustrated in Figure 6. 

 

 

 

 

 

 
 
 
 

 

Figure 6- Supervised and unsupervised image classification process. 

 

4.2 Algorithms for breast density evaluation  

Breast density was first evaluated according to a qualitative classification scheme, with its origin in the work 

developed by Wolfe [11]. Quantitative approaches using visual estimation, plan metrics, and computer-

assisted methods were later developed. Several studies and different methods for classifying breast density 

based on mammograms have been proposed. Over time, several approaches to achieve an improvement in 

the final evaluation have been presented. These studies also use a comparison of the density value calculated 

by semi-automatic or automatic methods with a value assigned by an expert in accordance with a system of 

classification to fit the results into a category. In breast density evaluation, image classification often involves 

a classification scheme and a classification metric. The classification scheme fits one of the classifications of 

Wolfe [11] or BI-RADS [17], [46]. Metric classification uses statistical classification or a classifier such as 

KNN (K - Nearest Neighbors). 

Table 2 shows different proposals for breast density classification in mammographic images, and Table 3 

shows different proposals for breast density classification in ultrasound. As shown by these tables, only a 

few algorithms have been proposed to evaluate breast density in ultrasound images.  
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Table 2- Different approaches for breast density classification in mammograms. 

AUTHOR/YEAR 

SEGMENTATION 

FEATURE  
AND/OR 

FEATURE 

EXTRACTION 

CLASSIFICATION 
METRIC 

CLASSIFICATION 
SCHEME 

Taylor P 
et al 1994 [63] 

Threshold Statistical and texture measures Wolfe categories 

Byng J 
et al. 1994 [64] 

Threshold Threshold Six categories 

Suckling J 
et al 1995 [65] 

Feature vector Neural networks 
Comparison 

between algorithm 
and radiologist 

Byng J 
et al 1996 [66] 

Fractal analysis Threshold Six categories 

Byng J 
et al 1997 [67] 

Threshold 
Histogram and Fractal geometry 

Proportional hazards regression model 
Six density 
categories 

Karssemeijer N 
et al 1998 [68] 

Threshold K-Nearest Neighbors classifier Four categories 

Byng J 
et al 1998 [69] 

Threshold Percent density Six categories 

Zhou C 
et al 2001[70] 

Histogram . Rule-based classification Four categories 

Sivaramakrishna R. 
et al  2001 [71] 

Threshold Percent density 
Comparison 

between algorithm 
and radiologist 

Saha P 
et al 2001 [72] 

Fuzzy methods Sum of intensities of pixels 
Comparison 

between algorithm 
and radiologist 

Bovis K 
et al 2002 [73] 

Threshold 
Fourier transform; Laws’ texture 

masks;  Discrete Wavelet Transform 
BI-RADS 

Muhimmah I 
et al 2005 [74] 

Histograms 

Feature vectors and k-nearest- 
neighbor approach: an Euclidean 

distance, Bayesian Probability, major 
voting 

Six categories and 
radiologist. 

Torres-Mejía G 
et al 2005 [75] 

Histograms Percent density 

Percentage of 
dense pixels 

compared with 
Wolfe categories 

Oliver A 
et al 2005 [76] 

Fuzzy methods 
k-Nearest Neighbours algorithm and a 

Decision Tree classifier 
Three categories 

Martin k 
et al 2006 [77] 

Threshold Percent density 
Histogram 

Classification 

Oliver A 
et al 2006 [78] 

Histograms 
. Bayesian classifier :with k-Nearest 
Neighbours algorithm and the C4.5 

decision tree 
BI-RADS 

Muhimmah I 
et al 2006 [79] 

Histogram e 
Feature vectors in combination with a 
multiclass Directed Acyclic Graph – 

Support Vector Machine 
Three categories 

Lu  L 
et al 2007 [80] 

Histogram Percent density BI-RADS 

Heine J 
et al 2008 [81] 

Threshold Percent density BI-RADS 

Oliver A 
et al 2008 [82] 

Fuzzy methods 
Bayesian combination of a number of 

classifiers 
BI-RADS 

Oliver A 
et al 2010 [22] 

Fuzzy methods Karhunen–Loeve transform Two categories 

 Subashini T 
et al 2010 [83] 

Threshold Vector machine 
Three density 

categories 

Liu L 
et al 2010 [84] 

Histogram Feature vectors Three categories 

Mustra M 
et al 2010 [85] 

Covariance 
matrix 

IB1 Classifier Three categories 

Bueno G 
et al 2011 [86] 

Covariance 
matrix 

k-NN, SVM and LBN BI-RADS 

 

  

http://www.ncbi.nlm.nih.gov/pubmed?term=%22Sivaramakrishna%20R%22%5BAuthor%5D
http://www.ncbi.nlm.nih.gov/pubmed?term=%22Oliver%20A%22%5BAuthor%5D
http://portal.acm.org/author_page.cfm?id=81416599511&coll=DL&dl=ACM&trk=0&cfid=23791593&cftoken=84644967


 

Table 3- Different approaches for breast density classification in ultrasound. 

Author/Year 
Segmentation 
Feature and/or 

Feature Extraction 

Classification 
Metric 

Classification 
Scheme 

Chang R 
 et al 2006 [87] 

Adaptive Speckle 
Noise 

Threshold  BIRADS 

Chen J  
et al 2009 [88] 

Adaptive Speckle 
Noise 

Threshold BIRADS 

Chang R. 
 et al 2010 [89] 

Volumetric breast 
density 

Fuzzy methods, Percent density No Scheme 

 

The methods proposed in [87] and [88] and those mentioned in Table 3 follow the same approach: data 

acquisition, preprocessing data for speckle reduction and density classification. 

In both cases, image acquisition was performed using an SSD-5500 ultrasound machine with a linear 6 cm 

ASU-1004 transducer. In this ultrasound system, the probe was immersed in a water bath coupling, and three 

passes were performed to cover the entire breast. The acquired images were stored in a DICOM (Digital 

Imaging and Communications in Medicine) file, and a DICOM reader decomposed them into serial 2D 

images. The second step consists of preprocessing, which includes speckle noise reduction and an adaptive 

threshold, which detects the region of interest through an algorithm that distinguishes the pixels of the 

different regions, and roughly divides the regions into fibroglandular tissue and fat tissue. Finally, in the third 

step, two methods, threshold- and proportion-based, were applied to provide a measure of breast density and 

the corresponding classification according to BI-RADS. 

Thus, by analyzing the procedure used in the methods described in [87] and [88], the specific form of image 

acquisition through breast submersion, the pre-processing of the obtained images in DICOM format and the 

respective qualitative classification are similar. 

Chang et al. [89] used a three‐dimensional ultrasound technique called automated whole breast ultrasound 

(ABUS) that is used to automatically scan a large area of breast with two to five passes such that the whole 

breast is scanned completely. After segmenting the breast region, the fuzzy c‐mean classifier was used to 

differentiate the fibroglandular and fatty tissues in the ABUS images. The percent density and fibroglandular 

tissue volume were compared and correlated in both ABUS and MRI imaging modalities with the linear 

regression analysis.  

 

 



 

5. Methods for feature extraction in ultrasound images 

6.Based on the analyses discussed above, three methods have been used for feature extraction in 

mammography: basic histogram thresholding, fuzzy c-means and gray-level co-occurrence matrix. We 

performed a preliminary investigation on the applicability of these features for classifying breast density 

in ultrasound images. 

. 

5.1 Thresholding in ultrasound images 

 An ultrasound image is selected and converted into grayscale. To apply the thresholding to the image, the 

histogram is generated from a selected area that represents the glandular area of the breast ultrasound image, 

as illustrated in Figure 7. 

 

 

 

 

 
Figure 7- Selected area in the breast glandular area and the respective image histogram. 

 
As shown in Figure 7, the histogram from the selected breast area has a maximum value close to 0.6. All 

values are concentrated in the dark area of the histogram. A thresholding that divides the range of grayscale 

[1:256] into two ranges [1:128] and [129:256] is considered. The values of each range are counted; dark 

pixels are identified in [1:128] and white pixels are identified in [129:256]. The formula to evaluate breast 

density is the sum of white pixels divided by the sum of white pixels and dark pixels. The obtained value is 

close to zero. Nevertheless, there is space for further research on this issue. 

 

5.2 Fuzzy C-Means in ultrasound images 

Fuzzy c-means segmentation of an image was used to convert an input image into two segments to represent 

the dark area in one cluster and the white area in another. For a selected area that represents the glandular 

area of the breast ultrasound image, the fuzzy c-means algorithm is applied. 

Glandular 
area 



 

 

 

 

 

 

 

 

 

Figure 8 - Fuzzy C- Means applied to the selected breast area. 

 

As observed in Figure 8, the two clusters cannot be identified clearly, and the center of the clusters 

represented by “O” and “X” are close, which indicates that it is not possible to extract the two features for 

further classification. 

 

5.3 Gray-level co-occurrence matrix in ultrasound images 

To calculate the gray-level co-occurrence matrix for a grayscale image, the MATLAB® graycomatrix [90] 

package is used to evaluate the following values: 

 Contrast – Provides the measure of the intensity between each pixel and its neighbor. If the value of 

contrast is zero, it means there is no variance in grayscale intensity. 

 Homogeneity - Returns a value that measures the closeness of the distribution of elements, each 

element in relation to an element in the diagonal. Large values of homogeneity mean that the image 

contains similar levels of gray. 

 Correlation - Returns a measure of how each pixel is correlated with the neighboring pixels. 

In this case, four gray-level co-occurrence matrixes are calculated, i.e., for angles 0º, 45º, 90º and 135º, and 

the final matrix is the mean of the four matrixes. Two gray levels are considered.  

The calculations of the contrast, homogeneity and correlation are performed for a set of 85 breast ultrasound 

images, and the obtained results are similar, which suggests that the images have a lower contrast range 

between 0.000 and 0.035. There is a weak variance in the grayscale intensity. The correlation is close to one 

and ranges from 0.875 to 1.000, which means that the pixels are strongly correlated, and a high value for the 

homogeneity, which ranges from 0.300 to 0.749, indicates that the image contains similar levels of gray, 

which makes these features unsuitable for further classification.  

 

Glandular area 



 

 

 

 

Figure 9- Results from gray-level co-occurrence matrix in the selected area. 

 

Figure 9 provides an example illustrating this situation. Based on this example, it is difficult to analyze the 

ultrasound images with these methods. 

Conclusions 

In this paper, the relevance of breast density as a risk factor and the gravity associated with breast cancer are 

discussed. Several studies have analyzed breast density with other risk factors and concluded that breast 

density may be considered a risk that is as relevant as the other known risks. For this reason, the assessment 

of breast density value is important. Quantitative and qualitative approaches for evaluating breast density are 

also discussed. 

For mammography, several algorithms are used to obtain, in most cases, a qualitative assessment of breast 

density. However, few algorithms exist for ultrasound images. Three of the methods that have previously 

been applied to mammography were applied to ultrasound images. Although the obtained results are not 

satisfactory, they may be a starting point for further research on the assessment of breast density in ultrasound 

images. 
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