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Abstract

Bias analysis in the detection of deepfakes is bound to
become a critical topic in the coming years. Although many
detection models have been developed and several datasets
have been released to reliably identify deepfake content, one
crucial aspect has been largely overlooked: these models
and training datasets can be biased, leading to failures in
detection for certain demographic groups and raising sig-
nificant social, legal, and ethical issues. In this work, we in-
troduce an evaluation framework to contribute to the anal-
ysis of bias of deepfake detectors with respect to several
facial attributes. This framework exploits synthetic data
generation, with evenly distributed attribute labels, for mit-
igating any skew in the data that could otherwise influence
the outcomes of bias analysis. We build on the proposed
framework to provide an extensive case study of the bias
level of five state-of-the-art detectors in synthetic datasets
with 25 controlled facial attributes. While the results con-
firm that, in general, deepfake detectors are biased towards
the presence/absence of specific facial attributes, our study
also sheds light on the origins of the observed bias through
the analysis of the correlations with the balancing of facial
attributes in the training sets of the detectors, and the anal-
ysis of detectors activation maps in image pairs with con-
trolled attribute modifications. The framework is available
at github.com/available-after—acceptance.

1. Introduction

Advancements in generative artificial intelligence,
particularly through Generative Adversarial Networks
(GANSs) [33], have greatly improved the ability to syn-
thesize and manipulate human faces. Techniques such as
face swapping, facial reconstruction, and attribute editing
now generate highly realistic synthetic content, commonly
referred to as deepfakes. While these innovations offer
valuable applications in media, they also pose significant
challenges, particularly concerning security and misinfor-
mation. Deepfake detection systems have been proposed to
address these challenges.
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Figure 1. Bias in deepfake detection. The plot shows the proba-
bility density function fs(s) of deepfake detector scores for syn-
thetic face images, conditioned on hair color attributes (blond vs.
black). The distributions differ significantly by attribute, with
many samples of blond-haired faces falling below the detection
threshold (red dashed line). This results in a higher likelihood of
synthetic blond-haired faces being misclassified as real, highlight-
ing a critical bias issue in deepfake detection systems.

Score

Motivations. Despite advancements in detection perfor-
mance, the fairness and reliability of these systems across
diverse demographic groups remain largely unexplored.
This contrasts with the extensive studies on bias in facial
recognition [5], and given the similarities between tradi-
tional face analysis systems and deepfake detectors, deep-
fake detectors are likely to show similar inconsistencies
in accuracy across demographics, undermining public trust
(Fig. 1). Also, the scarcity of balanced datasets with ad-
equate demographic diversity and detailed attribute anno-
tations remains a key issue. While the SDFD dataset [2]
addresses this gap, its limited size of 1,000 images restricts
its applicability.

Research questions. To address the identified gap, this
work is guided by the following research questions: RQ1.
How do the True Positive Rates (TPR) of deepfake detectors
vary when analyzing images with specific facial attributes
compared to those without? RQ2. What are the primary
sources of bias in deepfake detection systems? Do these
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biases originate from the synthetic data generator used for
evaluation, the design and training of the detectors, or the
composition of their training datasets? RQ3. To what ex-
tent do the biases identified in deepfake detection systems
reflect those observed in pristine (non-manipulated) data?
Methodology. To systematically explore these questions,
we propose a structured strategy comprising synthetic data
generation, bias quantification, statistical validation, and
bias source analysis. First, we develop a reproducible
methodology for generating synthetic data conditioned on
specific facial attributes. A novel metric is introduced to
quantify bias by comparing TPRs between groups that dif-
fer in only one facial attribute, and statistical validation is
carried out using paired t-tests as a bias detection approach.
Bias source analysis is performed by visualizing image re-
gions influencing classifier decisions and through the as-
sessment of the correlation between observed biases and the
distribution of facial attributes in training datasets.

In summary, our contributions are as follows:

* Identification of attribute-specific biases. To the best
of our knowledge, this is the first work to investigate
the biases of deepfake detection systems not only in
relation to individual facial attributes but also arising
from their interactions with other attribute categories.

* Framework for bias analysis. We introduce a compre-
hensive framework for analyzing bias in deepfake de-
tection systems, integrating synthetic data generation,
bias quantification metrics, statistical validation, and
correlation analysis to provide a robust and systematic
evaluation.

» Synthetic dataset. We present a balanced, labeled syn-
thetic dataset designed specifically for certain facial at-
tribute.

* Analysis of bias sources. Through systematic evalua-
tion, we identify the primary sources of bias in deep-
fake detection systems, including synthetic data gener-
ators, training dataset composition, and model design
choices.

The dataset and framework are publicly available to support
reproducibility and foster further research.

2. Related Work

Deepfake Detection Models. Deepfake detection has be-
come a key area of focus with the rise of synthetic con-
tent creation [3]. Detection methods are typically cat-
egorized into spatial, temporal, and frequency-based ap-
proaches [27]. Spatial-based methods [6, 1, 18, 31] work
by detecting visual inconsistencies and pixel-level distor-
tions caused during the creation of deepfakes. Temporal-
based methods, primarily applied in videos, detect inconsis-

Dataset Name | Real/Fake | Unique Combinations | Number of Attributes
FF++ Real/Fake 22529 42
CelebDF Real/Fake 11740 30
DFDC Real/Fake 8938 43
DFD Real/Fake 9944 27
Ours Fake 46656 29

Table 1. Comparison of number of unique combinations.

tencies in motion and coherence across frames. Frequency-
based approaches analyze content in the frequency domain,
identifying hidden artifacts not visible in the spatial domain.
SCnet [8] and Capsule Networks [26] are prominent exam-
ples that capture frequency-based features, leveraging de-
vice fingerprints and compression artifacts. More recently,
transformer-based models such as CORE [19], DFDT [13]
and UIA-VIiT [37] combine spatial and frequency features
for improved deepfake detection.

Deepfake Detection Datasets. Existing deepfake detec-
tion datasets, such as FF++ [24], CelebDF [15], often ex-
hibit significant shortcomings, including imbalance, lim-
ited demographic diversity, incomplete coverage of deep-
fake generation techniques, and insufficient attribute anno-
tations [11] (Table 1). In this work, to address the urgent
need for controlled attributes and a more systematic eval-
uation of model performance across different groups and
conditions, we propose generating datasets that, once spe-
cific attributes are defined, systematically include all possi-
ble combinations and interactions. This approach ensures a
fully balanced dataset, allowing for a more comprehensive
and unbiased evaluation of detection models across diverse
scenarios.

Exploring Bias in the Detection of Deepfakes. Bias anal-
ysis in deepfake detection remains relatively unexplored.
Most previous work has focused on evaluating detection al-
gorithms based solely on the presence or absence of a sin-
gle attribute, usually demographic factors such as gender or
race [11]. However, the biases that can emerge from ma-
chine learning-based solutions are often more complex and
involve interactions among multiple attributes that, when
considered together, reveal deeper and more subtle biases.
This hypothesis has been largely confirmed by studies in the
literature in various other fields [16]. Some previous works
evaluated bias in specific attributes such as race and gen-
der [32, 10, 17], and skin tone [29, 35, 20, 30, 21]. Trinh
and Liu [32] evaluated multiple deepfake detectors [1, 4, 14]
on datasets balanced for race and gender, discovering per-
formance differences across races [25]. Pu et al. [22]
used a subset of the Face2Face dataset from FF++ con-
cluding about the existence of bias in gender. Hazirbas
et al. [10] assessed five deepfake detection models across
different facial attributes and found that all methods fa-
vored lighter skin tones and underperformed on darker skin
tones [29, 35, 20, 30, 21]. The study in [17] identified
considerable bias in both datasets and detection models
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and attempted to address gender bias by creating a bal-
anced dataset using deepfake detection models. While this
approach led to some improvement, it required extensive
and time-consuming data annotation, and did not address
other sensitive attributes beyond gender. Initial studies
suggested that biases related to non-demographic attributes
might originate from class imbalances in datasets. To ad-
dress this, some evaluation methods implemented control
measures by fixing a specific attribute and analyzing model
performance on an equal number of random samples that
excluded it, assuming the absence of the attribute was en-
tirely independent of other factors [34]. However, this as-
sumption oversimplifies the problem and can lead to biased
conclusions about model performance and associated bi-
ases, as it fails to account for complex interactions between
attributes and the influence of other contributing factors.
To overcome these limitations, our framework introduces
a novel bias risk evaluation metric that enables the simul-
taneous assessment of model performance across multiple
attributes, or selected subsets, by analyzing them in combi-
nation. This approach provides a more comprehensive eval-
uation of detection model biases, effectively capturing the
interactions between attributes and offering deeper insights
into the factors influencing performance.

3. Methodology
3.1. Data Generation

To conduct a thorough analysis of the impact that dif-
ferent facial attributes have on the performance of deep-
fake detectors, we propose generating a synthetic dataset
that systematically includes all possible combinations of at-
tribute labels. This approach not only enables a comprehen-
sive evaluation of detection accuracy but also allows for pre-
cise control over individual attributes, facilitating the isola-
tion of their specific effects on the model performance. Let
G = {91,92,-..,9n} be a set of attribute groups, where
|L;| represents the number of possible attributes for the
group g; € G. We generate a set of k synthetic images for
each possible label combination across the n groups. The
total number of unique combinations for GG is thus given
by [G)| = [1,,cc |Lil, ensuring full coverage of the at-
tribute space. Figure 2 illustrates some examples of the syn-
thetic images generated.

3.2. Bias Risk

The classical approach to bias assessment typically mea-
sures how model predictions differ across demographic
groups, which fails to consider the influence of other rel-
evant attributes that may contribute to bias. We propose
an alternative measure, where bias comparisons are con-
ducted within subgroups where both demographic and non-
demographic attributes are alternately fixed, allowing only

VN

Figure 2. Generated synthetic data. Samples from the synthetic
datasets created by two generators (top row: StyleGAN, bottom:
StableDiffusion) representing a diverse range of facial attributes.

the attribute under analysis to vary. This method provides
a more comprehensive understanding of bias by accounting
for the interactions between multiple attributes. Building on
this concept and utilizing the synthetic data we generated,
which allows for precise control and clear understanding of
individual attributes, we propose a novel metric, termed bias
risk (brisk). This metric quantifies bias by calculating the
expected variation in True Positive Rates (TPR) across sub-
groups. These subgroups are defined by fixing the attribute
under investigation and systematically varying all other at-
tributes. Formally, let A = {a,as,...,ay} represent a set
of attributes, where a; is the attribute under analysis, and let
A_; = A\ {a;} denote the set of all other attributes except
a;. Given a classification model S, let f éa'i:w) represent the
probability density function of the scores produced by S for
the subgroup where the attribute a; takes the value x (with
x = 1 indicating the presence and z = 0 indicating the ab-
sence of a;). The TPR for each subgroup of A_; is defined
as:

TPR(ai:x,A,i,t):/ FLe=D (51 AL, TP) ds, (1)
t

where ¢ represents the threshold score at which the classifier
operates and f éf“:x) (s | A_;, TP) represents the probability
density function of the classifier’s scores s, conditioned on
the instance being a True Positive (TP) for the fixed attribute
a;, and further conditioned on the remaining attributes A_;
. To quantify bias within each subgroup, we propose com-
paring the TPRs for groups with and without the attribute
Qj.

ATPR(ai, A—i7 t) = TPR(CLZ = 17 A_Z‘, t) (2)

—TPR(a; =0, A_;,t).

To summarize this comparison across all possible sub-
groups defined by A_;, we calculate the average TPR differ-
ence across all combinations of A_;, denoted by Q(A_;):

1
(A4 2

A_; GQ(Afl)

Arpr(a;,t) = Arpr(ai, A_;,t).

3)

Here, |Q2(A_;)| is the number of possible subgroups
formed by the different combinations of attributes in A_;.
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Attribute Group | Attribute

Attractiveness Attractive, Not Attractive

Gender Man, Woman

Age Child, Young, Old

Hair Color Black Hair, Blonde Hair, Brown Hair, Gray Hair
Hair Type Straight Hair, Wavy Hair, Bald

Skin Tone Black Skin, White Skin

Eye Color Black Eyes, Blue Eyes, Green Eyes
Nose Shape Pointy Nose, Big Nose

Face Shape Oval Face, Round Face, Square Face
Mustache Mustache, No Mustache

Beard Beard, No Beard

Makeup Type No Makeup, Makeup, Heavy Makeup

Table 2. Facial attributes considered in this study organized with
respect to the attribute groups.

The function Arpgr(a;,t) estimates bias as a function of the
operational threshold ¢, reflecting how the TPR difference
between groups changes with different decision boundaries.
To provide a comprehensive measure of bias across all pos-
sible thresholds, we propose calculating the expected value
of Arpr(a;,t) over the entire range of thresholds:

1
brisk(ai) = / ATpR(ai,t) dt. (4)
0

This bias risk metric condenses the bias associated with
a specific attribute into a single value, capturing variations
in performance across different thresholds and subgroups,
thereby providing a more robust estimate of the model fair-
ness. Additionally, we introduce the worst-case bias risk,
brisk*(a;) , to assess the most extreme bias that might oc-
cur between groups:

bI‘iSk* (al) = max(ATpR(ai, t)) (5)

This alternative metric provides a useful insight for ap-
plications where even rare occurrences of extreme bias
could have substantial consequences.

3.3. Framework Evaluation Tools

Chart of brisk Values. A chart displaying the brisk values
enables direct comparison across different attributes, facili-
tating the identification of significant biases among various
detectors. This visualization allows for a quick assessment
of which attributes exhibit pronounced differences in bias,
providing critical insights into model performance.

Detector Activation Map. An interpretable visualization
tool designed to identify the most relevant image regions
in the model’s predictions, thereby providing insights into
the model’s decision-making process. The heatmaps gener-
ated by a saliency-based visualization method illustrate the
importance of different regions in relation to the classifier’s
score. In the visualizations, each image is accompanied by
a score that reflects the model’s confidence in its prediction.
These scores range from O to 1, with higher values indicat-
ing increased confidence in the classification. The images

are organized in a grid format, with each row representing
a specific set of attributes where only one attribute is mod-
ified while keeping all other attributes constant in the sub-
sequent row. This arrangement allows for the observation
of how the model’s focus changes with alterations in a sin-
gle attribute, offering valuable insights into the consistency
of the model’s predictions. This methodology enhances our
understanding of how different regions of the image impact
the model’s decisions, facilitating the identification of po-
tential biases and providing direction for further analysis
and improvements in model design.

Paired t-Test for Bias Detection. While the brisk met-
ric quantifies the expected difference in TPR when a spe-
cific attribute is present, it does not provide a definitive
criterion for when a detector should be considered biased
towards that attribute. To rigorously determine the pres-
ence of bias, we introduce a statistical hypothesis testing
approach, specifically employing a paired t-test. Our syn-
thetic dataset is structured to include k samples for each
possible combination of attributes. This balanced design en-
sures that comparisons between groups are not confounded
by unequal sample sizes or attribute distributions. By cal-
culating the average difference in TPR over all thresholds
using our metric, we obtain an overall measure of dispar-
ity that is straightforward to interpret. The primary objec-
tive of our statistical analysis is to test whether this mean
difference in TPR between the two groups is statistically
significant, which would indicate potential bias. This ap-
proach not only quantifies the mean performance difference
between groups but also statistically validates whether the
observed differences are significant. Formally, we deter-
mine the t-test statistic for determining the presence of bias
in the attribute a; by testing whether fol Arpr(a;, A_;,t) dt
has zero mean.

Correlation Analysis. This part of our methodology in-
volves two types of correlation analyses. First, it regards
the assessment of the relationship between the bias values
of a single detector or across multiple detectors and the pro-
portions of samples for each attribute within the training
dataset. This provides insights how the distribution of at-
tributes in the dataset may influence the biases observed in
the detectors. Second, it evaluates the inter-detector bias
correlation, which conveys information about the source of
bias, particularly if the bias may be caused by the architec-
tural choices of deepfake detectors.

4. Experiments

4.1. Case Study Setup: Impact of Facial Attributes

This section details the specific setup for a case study,
conducted to demonstrate the application of the framework
we have proposed. The study is designed to explore how
different facial attributes affect the detection capabilities of
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CNN Caps.
Xeep. | UIA | ‘o | NPR NE )
S|D|S|D|S|D|S|D|S|D
Attractive . . . . . . .
Man . . . . . .
Child . .
Young . . .
Old . . . . .
Black hair . . o . . .
Blonde hair . . o B . .
Brown hair . . o o .
Gray hair . . o .
Straight hair . . . . . .
Wavy hair . . . . . . . .
Bald . . . . . . . .
‘White skin . . . D D . . .
Black eyes . . . .
Blue eyes . . o . .
Green eyes . . .
Big nose . . . .
Oval face . . .
Round face . . . .
Square face . . .
Mustach . . . . .
Beard . . . . . . . .
No makeup . . . . . . . .
Makeup . . . .
Heavy makeup | . . . . . .

Table 3. Bias detection results for each attribute across detectors
evaluated in synthetic data from StyleGAN (S) and Diffusion gen-
erators (D) with () indicating significant bias (p-value < 0.01).

‘ ‘ Xception ‘ UIA ‘ CNN-LSTM ‘ CapsuleNet ‘
StyleGAN 0.03 -0.16 0.63 -0.09
Diffusion -0.93 -0.81 0.64 0.34

Table 4. Correlation between the bias of detectors trained on FF++
and the proportion of samples of each attribute in this set.

deepfake detection models. It outlines the construction of
the synthetic dataset, the selection of deepfake generators,
the deployment of deepfake detectors, and the metrics used
to assess bias.

Dataset. For this study, we utilize two synthetic datasets
specifically constructed to enable a comprehensive analysis
of biases in deepfake detection models. In particular, we
construct two synthetic datasets by organizing 25 facial at-
tributes into 12 distinct groups, as detailed in Table 2. For
each dataset, all possible combinations of attributes — one
selected per group — are systematically generated to ensure
comprehensive coverage. These combinations condition a
synthetic face generator, with the process repeated £ = 4
times to produce multiple samples for each combination.
This exhaustive approach allows for a controlled and thor-
ough analysis of attribute-driven biases, capturing the full
spectrum of attribute interactions.

Deepfake Generators. Two state-of-the-art generators
are considered for the creation of the synthetic datasets:
a) StyleGAN [7] pre-trained on the Flickr-Faces-HQ
(FFHQ) [12] dataset; and b) Stable Diffusion v1.5 [23] pre-

Generator: StyleGAN Generator: Diffusion

-0.03 -0.017

-0.0031

CapsuleNet NPR CNN-LSTM UIA
CapsuleNet NPR CNN-LSTM UIA
\ \

' i g il ' '
CNN-LSTM  NPR Xception UIA CNN-LSTM  NPR

l l
Xception UIA

Figure 3. Correlation between the bias values of the different deep-
fake detectors.

trained on the LAION-5B dataset [28]. These methods were
selected for representing the major families of image gener-
ation strategies (GAN-based and Diffusion Models).
Deepfake Detectors. In our experiments, we used five
state-of-the-art deepfake detection models, namely Xcep-
tionNet, CapsuleNet-V2 [18], LSTM-+ResNext model [9],
UIA-VIT [37], and NPR [31]. All models were trained
on the FF++ dataset [24], except for NPR that was trained
on the Genlmage dataset [36]. UIA a Vision Transformer-
based model, while the others are CNN-based models. To
assure that the detectors are not biased towards real or fake
class, we assessed their accuracy in a balanced set (see sup-
plementary material).

Metrics. In our experiments, bias is assessed by comparing
the differences in model predictions across various groups
while controlling for other attributes using the metric de-
noted as brisk. To complement this analysis, we also utilize
the Equal Opportunity Difference (EOD) as an approxima-
tion of brisk in scenarios where all subgroups are evenly
represented within the dataset. EOD serves as a practical
alternative, particularly for existing fake datasets where the
complete range of attribute combinations is not available,
enabling bias analysis even in the presence of incomplete
subgroup representations. Additionally, the methodologies
and metrics outlined here utilize the visualization and anal-
ysis tools defined in Section 3.3. By integrating these tools,
our approach not only quantifies but also visually represents
the biases, enabling a clearer understanding of where and
how these biases manifest within our models.

4.2. Results and Discussion

Bias Assessment. Our framework was adopted for the as-
sessing the bias level in the five state-of-the-art deepfake
detectors considered in this study. The results of the brisk*
metric obtained for each detector along 25 facial attributes
are depicted in Figure 4. The analysis of the results evi-
dence that some methods are severely affected by bias, as
several attributes exceed 5% in the absolute value of brisk™.
Apart from the absolute bias, it is also worth analysing the
sign of the bias, which conveys if the presence of a facial at-
tribute increases (positive bias) or decrease (negative bias)
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Figure 4. Bias level of deepfake detectors along different facial attributes in synthetic data. The bias level was determined using brisk*
metric independently for each attribute. Positive values mean that the detector is biased towards the presence of the attribute, implying that
samples with this attribute are more likely to be correctly classified as synthetic.

the probability of the detection method to correctly clas-
sify the image as synthetic. As an example, the attribute
man seems to consistently decrease the TPR of the detec-
tion method compared to images where this attribute is ab-
sent, which in this case corresponds to images of women.
One possible reason for this is the unbalanced representa-
tion of these two groups in the dataset of the detection meth-
ods (42% man vs 58% woman in the FF++ dataset). This
topic will be further analysed when testing several hypoth-
esis about the origin of bias. Apart from the analysis of the
bias level, we report in Table 3 the bias detection results
carried out using the paired t-test on the TPR difference
between subgroups. The results evidence that even using
a highly statistically significant level (p-value < 0.01) all
detection approaches have bias in a vast amount of facial
attributes, evidencing that bias in deepfake detectors is still
an open problem.

Determining the Origin of the Bias. Apart from the bias
level observed in Figure 4, it is worth noting that only a
few attributes exhibit follow a consistent pattern between
the value/direction of the biases observed along the different
detectors. To provide additional evidence on this, we report
the correlation between the bias of the different detectors in

Figure 3. In general, the bias of the detectors are weakly or
not correlated, suggesting that these bias do not originate on
the generators, as each method presents different patterns of
bias in the same synthetic data. Considering that most meth-
ods were trained in the same dataset (FF++), we inspected
the possible relation between the bias of detectors trained
on FF++ and the proportion of each attribute in this set. To
determine the proportion of samples where each attribute
is present, we relied on the annotations provided in [34],
and determined the correlation with the bias values of each
attribute. These results are provided in Table 4, where no
strong positive correlation has been found, suggesting that
the unbalanced distribution of the attributes in the training
set of the detectors can not be attributed as the source of
bias of the methods. Based on this conclusion, we attempt
to verify whether the learning strategy can be related to the
bias level of each detector. To verify this hypothesis, we
inspect the activation maps of face images where only one
attribute has been changed. Figure 5 depicts the heatmaps of
the importance of different regions in the image to the clas-
sifier score. It is worth noting that the image of the second,
fourth and sixth rows have been generated by only invert-
ing the attribute man. Additional results on other attributes
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675 Figure 5. Deepfake detectors activation maps. The activation
676 maps of deepfake detectors were inferred for pairs of images
677 where only one attribute was changed. The comparison between
678 the activation maps of a pair of images and the respective detection
679 score eviden?es that in some methodg a change in an attr}bute im-
650 Pact.s tbe regions analysefi for Fletermmmg the clas_s1ﬁcat1f)n score,
. justifying the observed bias with respect to a specific attribute.
682 are provided in supplementary material, showcasing the di-
683 verse influence of individual facial features on the classi-
684 fier’s decision-making process. This experiment allows to
685 perceive the consistencies of the detectors to a change in a
686 single attribute, providing insights not only about the origin
687 of the bias but also why some methods suffer more from
688 bias than others. As an example, NPR has the most consis-
689 tent activation maps when compared with other detectors,
690 and consequently smaller differences between the scores of
691 the groups, and, in turn, less bias. In short, NPR seems
692 to be agnostic to changes in the attribute man, while UTA
693 and CapsuleNet present significant differences in the im-
694 portance regions of the images of the two groups. The re-
695 sults show that architecture and learning strategies may be
696 responsible for the observed bias and not dataset distribu-
697 tion. Some methods, e.g., UIA and CapsuleNet seem to be
698 more sensitive to attribute changes, shifting their focus to
699 background when the attribute man is modified. This high-
700 lights the need for bias-aware learning strategies to enforce
701 detectors to learn invariant features and reduce bias.
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Figure 6. Impact of the representativeness of the subgroups in
the estimation of bias. The average of the EOD metric over the
25 facial attributes was determined using different percentages of
our synthtetic dataset. It can be observed that the bias estimation
starts diverging from EOD and brisk metrics obtained for a dataset
with a balanced number of samples with respect to the different
attribute combinations.

Gen. Detector  Attribute %
Classical ~ Ours
D NPR child 0.885 0.005
S CapsNet  heavy makeup 0.720 0.000
D LSTM brown hair 0.642 0.002
D LSTM heavy makeup 0.220 0.000
S UIA man 0.173 0.001
D NPR old 0.167 0.002
S CapsNet  square face 0.152 0.000
S Xception  oval face 0.139 0.007
D NPR mustache 0.120 0.005

Table 5. Comparison between the strategies for deriving a p-value
for testing the hypothesis of the TPRs of both a; = 0 a; = 1
groups not having statistically significant differences.

Importance of Synthetic Data. To assess the impact of
the dataset size in bias estimation, we relied on a simpli-
fication of the brisk metric, the EOD metric. EOD mea-
sures the TPR difference (Arpgr (a4, 1)), but without consid-
ering subgroups defined by A_,. Figure 6 reports the EOD
over the different attributes and detectors when using dif-
ferent sample sizes, as well as the brisk metric obtained
from the complete synthetic dataset. The results show that
the bias estimation is significantly affected when sampling
only a small margin of the original synthetic data. We ar-
gue that this is caused by the lack of some attribute com-
binations that impair the accurate estimation of bias. To
provide additional evidence on the importance of bias esti-
mation over subgroups when compared to the general strat-
egy of comparing solely the distributions féai:l)(s) and
féf”:l)(s), we compared the results of a t-test carried out
between the a; = 1 and a; = 0 groups, and when measuring
the differences inside each subgroup sharing the same fa-
cial attributes. Table 5 reports the top-8 attributes/detectors
regarding the difference between the p-values of two ap-
proaches, and the comparison between the p-value magni-
tudes clearly evidences that in all these cases, carrying out a
statistical test on the difference between the average TPR of
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Figure 7. Bias levels of deepfake detectors in synthetic (blue) and
pristine (orange) data, measured across shared facial attributes us-
ing the EOD metric.

both groups fails to identify bias. In contrast, when consid-
ering the average TPR in each subgroup, a statistical signifi-
cant difference is observed between the two groups, justify-
ing the need for adopting the proposed evaluation method-
ology for bias estimation.

Bias Analysis in Pristine Data. While the proposed eval-
uation framework thoroughly analyzes the bias of deepfake
detectors in synthetic data, it does not directly evaluate bias
in pristine data due to the impracticality of collecting all
possible combinations of attributes. However, to explore
the relationship between the biases observed in synthetic
and pristine data, we relied on the EOD metric. For this
comparison, we selected the CelebA dataset, as it shares
several facial attributes with those considered in our study.
Figure 7 visually compares the bias levels of different de-
tectors in various facial attributes using synthetic and pris-
tine data. The results demonstrate that biases observed in
synthetic data are, in general, also present in pristine data.
This discrepancy can be attributed to the varying bias pat-
terns exhibited by different detectors on pristine datasets.
Similarly to synthetic data, we observed no strong correla-
tion between a detector’s bias level and the proportion of
samples with a specific attribute. We hypothesize that this
behavior arises from the disparate way classifiers handle at-

tribute information across different prediction score ranges.
Specifically, the influence of a facial attribute on bias ap-
pears to depend on whether the classifier outputs low scores
(pristine data) or high scores (synthetic data). This high-
lights the distinct dynamics of bias in real-world and syn-
thetic contexts and underscores the value of our synthetic
framework for controlled, systematic bias analysis.

Limitations. The proposed bias metric for deepfake detec-
tion, while useful for identifying disparities, should not be
considered in isolation. For instance, a model that classifies
all inputs as deepfakes would appear unbiased according to
this metric, despite poor detection accuracy. Therefore, it
is crucial to consider this bias measure in conjunction with
standard performance metrics like accuracy for a complete
understanding of the model.

5. Conclusion

This study highlights the importance of a systematic
framework for uncovering and addressing biases in deep-
fake detection systems. Our primary contribution lies in the
development of an evaluation strategy that not only identi-
fies the facial attributes most influencing detector decisions
but also provides insights into the sources of bias, whether
stemming from the detector itself or the training data. While
we contribute a synthetic dataset designed for bias analysis,
the broader goal of our work is to establish a robust and re-
producible methodology for identifying and understanding
biases in these systems, particularly those resulting from in-
teractions between facial attributes. This evaluation strategy
is dependent on the existence of a dataset encompassing all
attribute combinations, which can be obtained using gener-
ative methods. Importantly, only the use of a complete set
of attributes ensures an accurate estimation of bias. This is
evidenced in Figure 6, where the EOD metric diverges from
our proposed metric as the dataset size decreases, highlight-
ing the critical role of comprehensive attribute representa-
tion. Through a case study of five state-of-the-art detectors
across 25 facial attributes, we observed significant biases in
detection accuracy, with TPR differences reaching up to five
percentage points in some cases. To identify the sources
of these biases, we tested several hypotheses. Our results
showed a weak correlation between biases across different
detectors, indicating that the synthetic data generator is not
the only cause of the biases. Furthermore, the lack of a
positive correlation between bias levels and facial attribute
distributions in the detectors’ training datasets suggests that
model architectures and learning strategies play a critical
role in introducing biases. This conclusion was further sup-
ported by the analysis of activation maps, which highlighted
variations in score stability and bias levels across detectors.
These results highlight the ongoing challenges posed by bi-
ases in deepfake detection systems and underscore the need
for refined methods to mitigate them.
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